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Chapter 1

Outline and structure

Abstract

The Compact Muon Solenois one of the fouexperiments thawill analyse the
results of the collisions of the protonscalerated byhe Large Hadron ColliderLHC). The
collisions of proton bunches occur in the middle of @S detectorevery 25 ns, i.ewith a
frequency of 40MHz. Such a high collision frequency ieededbecause the probability of
interesting processewhich we hope to discover at the LH8uch as production of Higgs
bosons or supersymmetric particles)viexy small. The objects that are the results of the
protonrproton collisions are detected and measured by the CMS de@atoof eachbunch
crossingthe CMS produces about 1 MB of da#® millions of bunclcollisions per second
give the data stam of 40 terabytgd 0™) per secondSuch a stream of data is practically not
possible to record on mass storgatpereforethe first stage of thanalysisof thedetector data
is performed inreal time by the dedicated trigger system. Its task is to select potentially
interesting eventunch collisionsfor further offline analysisindto reject events containing
only standard interactions. In case of @S experiment the trigger system is divided into
two stages: the Lewvdl Trigger, retéised entirely with use of the custom electronics, and
Higher Level Triggersthatare implemented in the software performed by the farm of ~1000
computers. The RP(Resstive Plate Chamber®AC (Pattern Comparatogystem, which is
a subject of that thesis, is a part of the Levéluon Trigger System. Its task is to identify
muons and mesaire their transverse momentum

The works described in thighesis had one main dodo assure begbossible
performane of the RPC PAC trigger system, whichturn translates intguality of the data
acquired by the CM8&xperimenandi atthe endi quality of the physic resultdn the thesis,
two mainsubjectsare discussed. The first is the control and monitoring of the RPC PAC
trigger systemThe RPC PAC trigger is a complex, large and distributed system, composed of
thousands of electronic devices of many different typeghout external controbf that
electronics it would be not possible to develop, build and operateRBf@ PAC trigger
Therefore, the dedicated hardware, firmware and softa@itgions were deveped, which
formed an integrated systerfor control, configuration,monitoring and diagnosticef the
PAC trigger. These solutions enables to evaluate the state of the detector and trigger
electronics and identify the malfunctions inrediable and efficient waynd appropriately
presenthe results for users.

The second part of the thesis is ded to the issuesoncerning the
synchronization of the data flowing thought the PAC trigger. The RPC PAC systeitaly
asthewhole Levell trigger, is a synchronous system. It means that it works synchronously to
the LHC bunch collisions (i.e. is igen by the 40 MHz clock delivered by the accelerator
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control). In case of the PAC system, the synchronization requirement is particularly explicit:
the Pattern Comparator algorithm to identifsneonrequires time coincidence (within 25 ns)

of signals fron many different chamberslowever,a particle fying with the speed of light
passes only 7.5 met@re. distance smallghanthe length of the CMS detecjan 25 ns The
signals in the electrical or optical cables pass only 5 mdteisg 25 nswhile the length of

the fiber cables used in the systéon transmitting the detector dagxceeds 100 meters.
Thus,to assure that theaformation concerning eachubch crossing from marghambersre
deliveredto the trigger logic at the same momesgecial methodswere developedand are
described in th€hapter 5

Structure

The Chapter 2contains a brief description of the LHC accelerator and the CMS
detector. The trigger and data acquisition system of the CMS experiment is described, the
focus is on the muon Lewdl trigger. The last section of this chapter containsowerall
description of the CMS online software used for controlling the CMS detector.

The Chapter 3provides thedetaiked description of the RPC detectors (chamber
construction, geometry, performance) and the PAC muon trigger (trigger algorithms,
electronics structure and functionalities).

Next two Chaptersare the core of thighesis The Chapter 4contains the
descriptionof the systemfor the control, monitoring and diagnostiosthe PACtrigger. The
technical details of the presentedudmns are given in the Appenéis AE.

In the Chapter 5the methods of the RPC system synchronization are discussed.
The chager is completed by two Appendis: F and G.

The last Chapter contains conclusions.

At the endone can find théiindex ofabbreviations, which should be helpful in
reading that thesis.t Icontains the explanation of abbreviations, acronyms and jargon
expressiongogeher with the page numbenshere they arstroducedn the text.

My contribution

One of the characterisiof the experiments in the field of the High Energy
Physics $ that they are based on thentesrk. In the CMS experiment a few thousands of
scientiss, engineers and technicianem involved. Hence,it is obviousthat not all issues
discussedn thisthesis are my exclusive contribution.

The RPC PAC muon triggewas proposed and designed by the Warsaw CMS
group, the group developed most of the custom electronic boards of the trigger system,
prepared the firmware for the FPGA devicesried outhe poduction and installation of the
trigger eletronics The RPC chambers were deysd and produced by the sciergifom
ltaly, Korea, Pakistan, China, Bulgaria and CERINe Warsaw CMS groughave consisted
of a few dozens of people from thmiversity of Warsaw,Soltan Institute for Nuclear Studies
and Warsaw University of Tegatology. | have beera member of the group for over eight
years. My tasks included:software development, testinget prototypes of the electronic
boards, testinghe system duringinstallation, proposing the firmware improvemeratsd
modifications work on the trigger algorithms improvements and testing them in the
simulation, fAexperto support during gl obal

The online software for the PACTrigger system,that is the subject of the

Chapter4 was devel oped mainly bwdme&vo MpebpbewaMit

r

u
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main architect of the software structuredamplememed most of the lowevel software.
Based on that parthave designed and implemented the test procedures for the syggem
as well as details of the hardware configuration process. Additionaliyask was to decide
what diagnostic and monitoring tools should be implemented in thevéirenof the trigger
electronicsand how to analyse and present the data acquired by thoseTioeldedicated
monitoring procedures were developeastly by me and are a part of the €A system
online softwarel have alsacontributedsignificanty to thedesign of the database for the RPC
PAC system.

The hardware and firmware solutions for the synchronization of the chamber data
and transmission channels were created by the main gevedd the firmwaredr the PAC
systemi Krzysztof P onilak. My task was tdind the ways of using those solutions in
practice.l have worked out the methods for finding the optimal values of the synchronization
parametersand implemented them in the dedaxhsoftware procedures, i allowed
successfusynchroniation ofthe PACT system (at the moment for the cosmic muadris.
analysis of thesystem synchronization from the data acquired dutegosmic muon runs,
as well as the simulation of the mubits timing, was performed by other members of the
Warsaw CMS group.
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LHC and CMSdetector

Chapter 2

LHC and CMS detector

Chapter summary

The chapter contains a brief description of the LHC accelerator and the CMS
detector (Subsection®.1 and 2.2). The focus is on the issugertinent tothis thesisi.e.
Levell Trigger System, espedilits muon part (Subsectiof.3). The Subsectior?.4
contains theovemll description of theCMS online software used for controlling the CMS
detectoris meant to be the basis of discussioChgpter 4

2.1 LHC

The collisions ofhigh-energy particles are one of the most important ways of
researching the fundamental structure of mater. The first experiment of that type was the
famous Rutherford exper i neealerated ;ctha pracess of they o f
natural radioactie decay on the gold atom&adto discovey of the nucleus The next step
were the studies of the nucleus structure. Bwat purposgthe particles accelerated to the
higher energieshen those provided by the naturaldioactivity were needed. Therefore, the
physicist started to build the machines allowing the acceleration of the charged particles by
the electric field(accelerators based on t@®ckroftWalton andvVan de Graaff genera®r
cyclotrons, synchrotronsinkear acceleratoysin this way he High Energy Physsovas born.

The discovery of théuilding blocks of the protons and neutrons, gearksand gluonsis
one ofthe mostpectacular achievements of the acceletadsedigh energyphysics.

The studes of thenucleus and proton structure avet everything what can be
achieved with use of the particle accelerators. According to the famous Einstein equitation
E=mc the kinetic energy of the collidg particles can be turned into the mass, i.e. new
paricles can be produced as a result of the collisions of the original particles. In this way we
can produce and study the partichefich are not preseninder normatonditionsin nature
like heavier quarks and intermediate bosons, which are cruciallfarrderstanding of the
structureof the mater anthefundamental forces.

To look deeperinto the structure of the matter, or to produce new heavier
particles, the higher energy of the collided particles is needed. Equally important is high
intensity ofthe collisions, as the interesting processes are usually very rare. Thus, bigger,
more complicated, and more expensive machines were build. The LadyenHaollider
(LHC) is the latestthe world's most energetmllider. It allows protonrproton collisions at
the energy of 14 TeV almostan orderof magnitudebigger theexisting largest accelerator
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(Tevatron at the FermilabYhe LHC andits associated detectoesethe biggest and most
complex research facilitiguilt on the Earth.

The LHC has been designed and is built at CERMCons ei | Eur op®en
Rec her c hei tNalintdrn@tenalrladoratory placed on thanceSwiss border west
of Genevawhichis one of the biggest and most impartavord centre of the researchthe
field of the elementary particleAlthough CERN isa European organisation, in the building
of the LHC and detectors the scientists and engineers from all over theveretidvolved.

The LHC is built in the underground tunnel tas formerly used for the Large
Electron Positron (LEP) collider the previous big accelerator construceedCERN. The
LHC is the circular accelerator, the two protons beams are flgirige opposite directions
around the closed trajectory 26.7 km long, and arerepeatedly accelerated bythe
superconducting radiofrequency cavitiésight per beam)placed in one point of the
accelerator ringThe cavities provida fiki ck o6 t hat r e sprotoh energyn an
of 0.5 MeV/turn.

The proton beams ardlying inside vacuum pipes, surrounded by the
superconducting magnets: dipolbich bend the protons trajectory into the circular orbit,
and the quadipoles, which collimate the beam@hus, mospartof the LHCaccelerators the
system of the magnets that turns the protons back to the wloare they are accelerated)
The magnets of the two beams are placed in the common cryostat, cooled by tfheicGuper
hdiumint he t e mp e r aTthaiLHE is the largest @ydgeric. system in the world.

The beams are formed and initially accelerated by the existing CERN accelerator
infrastructure: Linac, Booster, Proton Synchrotron (PS) and Super Proton Synchr&®&n (S
The prdons with the energy of the 450 GeV are injected to the LHC, where thdyrtmer
accelerated to thignal energy of 7 TeVWhichtakes about 20 minutes).

The protons do not fill uniformly the orbit, but are formedbibunches, each
bunch ontains10** protons. Théunchradius at interaction point 5 6 . 7, anditalength is
7.55cm. The distance between two consecutive bunch@ssign, thus in the 28.km orbit
there is a place for th8564 bunches. However, the orbit contains 08808 bunches of the
protons, groupedni the trains of the 72 bunchabe beam structures determined by the
injection scheme and properties of the dump system.

The LHC will be also use for accelerating tieavyions (p to lead nuclei)at a
centre of massnergy of 2.76 TeV per nucleon

At four points the beams are directed to each other so that the protons collisions
occur. Inthese point®f the beams creigs the detectors that recahg results of the proton
interactions are placed. The ATLAS and Clst® thegeneralpurposedetectos, the LHCb is
devoted for studyinghe bquark physic, and the ALICE is dedicated f&tudyng the
interactions of heavipns.

The distance between the bunches defines the time between the collisions, which
is 2495 ns (thke protons velocity is th@,99999999bf the speed of lightywhat corresponds
to the rate obunch crossing of40 MHz.

In every bunch crossing about 20 inelastiotpn-proton interactions occuin
most of that interactions some new particles are produced, which then destapleo or
relatively long livedobjects likeelectrons, photons, hadron jets, muons, neutrilbgse
object are detectablg while passing the detectors surrounditing irteraction point,their
properties (direction, energy/momenturharge, typeare measured.he complex analysis of
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the recordeddata #iows to reconstruct the events, and thgmically using the advanced
statistical methods, to extract the signals of neteresting physical processes.

The high rate of the interaction, high number and high energy of the particles that
have to be detectedethe major challenges that the LHC detectors have to face.

The main physic goals of the LHC

One of the most important goals of the LHC is to discover the Higgs boson, which
is the lastunobserved particle among those predicted by thed&tdriModeli the theorythat
very precisely describes the currently known elementary parti€les.verificaton of the
existence of the Higgs bosahould help to explain the nature of electroweak symmetry
breakingthrough which the particles of the Standard Model are thought to acquire their mass.

Despitethe fact thathe Standard Model very effectively debasthe phenomena
within its domain, it does not giveompleteexplanation of the nature of the elementary
foundations of the univers&arious extensions or alternatives to the Standard Model are
considered, they invoke new symmetries, new forces or inoersls. The most promising
theories are supersymmetry and Aextra di me
particles, it is expected that some of that participles can be produced and observed at the
LHC. The supersymmetric particles are interegstior the cosmology, as stable week
interacting particles, which appear in that theory, can be candidates for the dark matter and
can help to explain the puzzle of the total mass of the universe.

At the LHC, the decays of the new anticipated particles (including Higgs boson)
in which the muons appear in the final state relatively easto detect(in comparison to the
other decay channels), since the high energy muons give sigadly distingishablefrom
the background processes. Therefore, good performance of the muon spectrometer and muon
trigger is one of the most important requirements for the LHC detectors.

2.2 An overview of theCMS detector

The CMS[1] has theform typical for the large detectors workirag the particle
colliders. ltis a cylinderwhich containsseverallayers of the subdetectors of differeppés
surrounding the interaction poi(fig. 2.1): the inner silicon trackgiTK), the electromagnetic
and hadron calorimete(&CAL and HCAL) and the muon systein the yoke One of the
most important elements of the detector is the superconducting solenoid, which is the source
of magnetic field. The magnetic field allows to measure the momentum of the charged
particles: the Lorentz force bends the trajectoryhefparticle, from the curvature of the track
the transverse componenpdrpendicular to thdield lines) of particlemomentum can be
determined.

In orderto preciselymeasure thenomentumof the high-energyparticles,which
will be produced in the colliens at the LHC, high magnetic field is neededlififat the size
and costsof the detector, it was decidethat the CMS would contain one large,
superconductingolenoid capableof produgng the 4 Tesla magnetic fielf4]. The solenoid
is 12.5 m long and its inner diameter is 5.9, ihis theworld's largest superconducting
solenoid nagnetbuilt. To produce the 4T magnetic field, tB6 000 Amperecurrent flows
through the coil. The solenoid diameter is large enough so tthet tracker and the
calorimeters are placedside the solenoidThe iron yoke is placednothe outsideof the
solenoid thus,the magnetic field is almosompletelyclosed.ns i de t he yokeds
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strong, 1.8 T magnetic field,which assures good momentum resolution of the muon
spectrometer

The iron yoke provides the mechanical support for the whole detelttaos.
divided into five wheels, forming the central part loé tdetector, callethe barrel. The bagl
is closed from the both sidéy two endcaps, each consisting of four iron discs. The central
wheel supports the solenoid with the cryostad the detectors within. iThe outerdiameter
of the yoke is14.6 andts lengthis 21.6 m the forwards calorimeters extend the total length
of the CMS to the 28.2 m.

The CMS namé& Compact Muon Solenoid emphasizes its maicharacteristics
(relatively) compact size, precise muon system and large, superconducting solenoid.

The CMS detector is placed in the underground cail¢XtC55). During the LHC
operationthe high particle fluxeswill lead to high radiation levels inside the cavern.
Therefore, the detectors and electronics in the UXC55 must be radiation hard or radiation
tolerant. However, it would be difficult and expensive to build the entire experiment
electronics in the radiation hard or tolerant technolddyerefore the secondavern, called
counting room (USC55)s placed near the detector caverhe 7 metersthick concrete wall
is placed btween the two cavern® protect the counting room from radiatioithe
substantial fraction of the experent electronicge.g.triggerand data acquisitiorlectronics,
control computersis placed in the counting rorthe contact between the electronics in the
UXC55 and USC55 is providday the cables, mostly optical s, which maximum length
is about 20 m. The latency of the data transmission between the detector cavern and counting
room has a major impact on the data acqarsiand trigger system designs.

TRACKER
CRYSTAL ECAL

Total weight 112500 T
CMS Overall diameter : 15.0 m
Overall length 215 m
Magnetic field : 4 Tesla

PRESHOWER

RETURN YOKE

SUPERCONDUCTING
MAGNET

FORWARD
CALORIMETER

HCAL
MUON CHAMBERS

Fig. 2.1. The schematic drawing of the CMigtector.

2.2.1 Subdetectors

Tracker

The innemost element of the CMS detector is the silicon tracking system
composed of two parts: the inner pixel detectors and the outer strip defé¢id8. The

8
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Tradker determines the chargearticle track close to the interaction point, what is crucial for
accurate @ck reconstructionmomentum measurement and particle type identificafitve.

detector is composed of thi@n silicon, semiconductor sensors (the size of the single module

is of order of a few centimetresvith the readout strips or pixelShe charged particle passing
through thesilicon generates the electric siggalhich are then amplified, readout and
analysed by dedicated electronitfie sensors are arranged in the cylindrical layeasrel)

and disc(endcaps) The inner pixel trackeconsists of thdahree cylindrical layers in the
centralregionclosed bytwo discson eachside The innermost layer is placetiradii of 4cm

from the beam liné as close as possible to the beam pipe wholepixel tracker comprises

66 milionpixes ; t he size of t2hTae tqial area bf she pixsl detebt@r Is1 5 0O
~1nf.The spati al resol ut i-nonme aissu r eebmoeuntt 1a0n de ma bfo
the Zmeasurement.

Thebarrel part of thetrip tracker containgleven cylindricalayers and three dis
layerson each sideEach of two endcaps contains natiscs. The radius of outermost cylinder
is 110 cm, while the total length of the tracker is 560 The silicon strip tracker covers area
of 220 m2, the total number of strips9$ million. The silicon strip pitch varies from08o
180 ¢ min the selected layers the strips are rotated by 100 mrad with respect to the beam
axis, what allows also fine measurement of the particle position in the z direction. Thus, the
singlepoint resolutionv ar i es from about 20 to 50 &m.

ElectromagneticCalorimeter

Electromagnetic CalorimetédECAL), subdivided into a barrel and endcap parts,
[1], [3] measurethe enegy of the photonsglectronsand positronsin case of the CMS, the
ECAL is based on the legdngsemate (bWQO,) scintillating crystalsA high-energy electron
or photon collides with the heavy nuclei of tlheadtungstate crystaleind generates ra
electromagnetishower of electrons, positrons and photdhe electrons anpositronsionise
and excitethe atoms of the crystals, which then esuintillation photons (blue light). fie
amount of generated light is proportional to the energy that was deposited in this Tiyestal
light is picked up by the fotodetectors attached to each crystal: silietanate photodiodes
(APDs) in case of the barrel and vacuum phototriodes (VPTSs) in the endcaps.

The leadtungstate crystals were choséecause of theishort radiationlength
(X0 = 0.89 cm) angmallMoliere radius(2.2 cm),and becaustheir fastlight emission(80%
of the light is emitted within 25 ns) and radiation mesk The crystals used in the barrel
have a cross sect i omn anfd theirdemgthoix 230nmm; ¢he parre 2 T 2
contains 61200 crystals. The front face of the endcapactyst c over s Z &ndéhel 238
crystal length is 220 mm, in each of the two endt¢here are 7324 crystals.

In the endcaps the ECAL system is completed byPileshowerdetectors plasd
between the Tracker and thedeapcalorimeters The Preshowemeasures the position of the
photons with higher granularity then thée&@romagneticCalorimeter what allowsto tell
singlephoton energy deposits from dowplkoton ones, and thus be abledectsome of the
background eventsThe Preshower consistd two lead radiators, about 2 and 1 radiation
lengths thick respectively, each followed by a layer of silicon microstrip detectors.

Hadron Calorimeter

The Hadron Calorimeter (HCAL1], [3] is a detector that measures the energy of
strongly interacting particleshédronsand hadronic je)s The highenergy hadron (e.qg.
proton, neutron, pion, kapmteracts with the calorimeter material and initiates the cascade of
secondary particleSimilarly to the electromagnetic calorimet@recise measurement of the
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energy of theprimary particle requires containment dghe entire cascada the calorimeter
volume. Thereforethe sampling caloriméer with a denseabsorbentmaterial with short
interaction lengthwas chosenin case of the CMShe HCAL has a form of the alternating
layers ofnonmagneticbrassabsorbernd fuorescent scintillator. Between the brass plates (5
cm thick in the barrel and 8 cm in the endcap) the plastic scintillator tiles are placed (3.7 mm
thick), which produce a rapighulse of the blue-violet light whena chargd particle passes
throughthem. The light is readout by the embedded wavelesigtting (WLS) fibres which

shift theprimary blue-violet light into the green region of the spectrufine WLS fibres are
splicad to highattenuatiodength clear fibres thatarrythe light to the readout system based

on multichannel hybrid photodiodes (HPD$Yhen the amount of light in a given region is
summed up over many | ayers of tiles in depth,
measure ofneay.particleds e

The main part of the HClAis placed inside the solenoid,surrounds the ECAL.
The depth of that part is about 80 cm in bi@erel;andit contains 13rassscintillator layers
As this depth of the calorimeter can be too small to absorb the shuwwagh-energy
particles, the additional outer calorimeter (H®placed outside the magnet doilthe barrel
composedof two or three sampling layersThe HCAL is completed by the forward
calorimeters(HF), located outside the endcap iron yoke, 11 m from the interaction point,
close to the beam pipe.

Muon system

Muons, althoughbeing charged particlesare not stopped by any of CMS's
calorimetersThey are reluctant to produce shera due to their mass, 205 times larger than
the electron massThe design of the calorimeter system in the CMS assures that it is
Aher metico, . e. mo st of the hadron showers
Thus, the occupancies in the muagtattors (that are the outermost layef the CMS) are
generally low, what simplifies muons detection, reconstruction, and selection of events with
muons by the trigger system.

The muoms areidentified and theirtracks aredetermined by thehtee types of
gaseous detectorsterspersinghe layers of iron yokethe Drift Tubes (D7 in the barrel,
Cathode Strip Chambers (CpHid the endcapsand Resistive Plate Chambers (RP@ both
the barrel and endcap¥], [3], [21]. The bending of the track in the magnetic field allows to
measure the muonsansversemomentumpr (the component of momentum in the plane
perpendicular to the beam linghe measurement is more precise when tf@nmation from
the muon systentrackerand the vertex (interaction point) positisncombined.

In the barrel the flat, rectangular muon statmneachcomposed ofone DT
chamber and one or two RP@searranged in concentricylinders around the beam lindhe
chambers are placed on the outer and inner sides of the yoke and in the pockets of the yoke
(Fig. 3.2). In the endcapsoth RPCsand CSCs have trapezoid shape and are arranged in four
flat discs on each side of thEMS, the chambers are attached to the iron disdstal, there
are250 Drift Tubes, 46&athodeStrip Chambersand 1236 Resistive Plate Chambers.

The principle of theoperation of allthreetypes of thedetectorss similar: they
consists ofthe boxes filled with gaghe electrodes to which the high voltage is connected
produce the electric field inside the box (the configuration of the electrodes depends on the
detecor type). The chargkparticle passing through the chamber ionises the gas, the electric
field multiplies the electron cascade aindluces the electrons drift. The readout strips or
wires allow to determine the place, where the cascade was produced.

10
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The DT and the CSCworking with moderate gas gainsrovide precisetrack
determination,each chamber gives the vector in space t h t he preci si on
position and 1 mrad in the direction for the DT and 10 mrad for the CSC. The R&Gigh
gas gaindevice,hasspatial resolutiorof order of a few centimetrda then direction i.e.
much worse tham case ofthe DT and CSCHowever, the big advantage of the RP@ss
excellent time resolutiofof order of2 ng, which allows forcorrectassignmenbf muonto
thebunch crossingTherefore, the RPC are very precious for the trigger systeoase of the
DT and CSC the drift times much longer than the time between two beam crossmgsme
casesthe bunch crossingssignmentprovided by then canbe ambiguous, especialin
conditions of high neutron background which will be presehén the LHC reaches full
luminosity:.

The RPC chambers are described more details in the Sectior8.2, the
description of the muon chambers layout and segmentation is also found there.

2.3 Trigger and data acquisition

The CMS subdetectors presented abaemtain in total aboufl0O0 millions of
electronic readout channels, whighovide the information about the results of the protons
collisionsevery 25 ns (i.e. 40 millions times per secon@sen after compression (based on
the zero suppression strategy, when only activated channels are retdosije of the data
corresponding to one bundanossing ¢ne event) isabout 1 MB, thus thelata stream is of
order of 40 TB/s practically impossible to save with the current data storage technology.
The data produced by the LHC experiments will beredlg stored and initially analysed by
the CERN computingcentre which is the first level(Tier 0) of the Worldwide LHC
Computing Grid devotetb performing plysical analysis of the LHC datkor the CMSthe
throughput of about 100 MB/s reserved ther It means thatite CMS experiment should
select only about 100 potentially interesting events per sefrondinitial 40 millions of
events(bunch crossingg)er secondWe expect that the production of the new particles, like
Higgs boson osupersymmetric particles will occur very rarely (ifata)l, and i n mos
collisions nothing interesting will appeafhis selection of events and tdareadout is
performed by the Trigger and Dataduisition system (TriDAS)which consist of 4 parts:
the detector electronics, the LendeTrigger, the readout networfDAQ), andtheonline event
filter system (processor farm) that executes the softlvasedHigh-Level Triggers (HLT)

2.3.1 Level-1 Trigger

The first step of the event selection is performed byLineell (L1) Trigger
system[1], [2]. It is fully implemented in dedicated, custom electronitsstask is to analyse
each eventife. each bunch crossing BXnd evaluatef potentially it can contain some
interesting physial process.No dead time is allowedl'he assumed maximum rate of the
accepted events is 100 kHzt the firstlevel of the selection processost of accepted events
will not be interesting the expected rate of eventi t h A n e wevgluatgdda benty i s
about 10 Hz(in case of certairsupersymmetry models)Therefore, the most important
requirement for the_evell Trigger performance is tcaccept as many events with the
interesting physias possibléhigh efficiency of the trigger),deping at theane time the rate
of the selected events below the assuleeel of 100 kHz (good purity of the trigger)

New interesting particles have big mass (> ~100 GeV), therefore the prafucts
their decay have large energiéencethe selection of events is bad on looking for high
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energy phains, electrons, muorad jets( it r i g g e It alsotékes mto acsoonjglobal
miss

sum of the transverse energy in the event and the misisingverseenergyEr >, which
denoteghe presenchigh-energy neutral weekiteracting particles (e.g. neutrinos)

The time between bunch collisions (25 ns) is too short to analyse the event and
work out the trigger decision. Therefore, the L1 Trigger system is based on the pipeline
processing: the algorithms are divided into steps performed in 2Benggsults of edcstep
are passed to the next level of the algoriténany momentthere are many crossing being
processeat the various stages of the trigger lofhe iterative algorithms are not allowed in
this approach The L1 Trigger uses selected, Igranularty data from the calorimeters and
the muon chambers; the tracker data are not utilised by the Triggere tacker has too
many channels. The complete data of each event from all subdetectors are stored in the
dedicatedelectronic bufferswhere they i@ waiting for he trigger decisionln most of the
cases, the readout buffers are placed in the detector cavern, near the détéietotbe
positive L1 decision,hte accepted events are readout by Daga Acquisitionsystem (see
Subsectior.3.2.

The trigger decisioftnas a form of ondit signal (1 means accept the event, 0
reject),andit is issued every 25 nshe signal is called L1 Accept (L1Al is distributed to
the readout buffers by the dedicated trassion network (TTC system, see further in this
Subsectioh It was decided that the total time for working thue trigger decisioand to pass
it back to the readout buffers gaximally)3 . 2 (128 bunch crossings This time defines
also themaximumdepth of the bufferswhich is 28 events. A the trigger electronics is
placed in the counting room, abdi6Os mu st b etrarsmiting the data fram the
detector to the counting room, and then next@dbr transmittingthe L1A signal back to the
readout buffers on the detector.

The L1A must be issued always with exactly the same latency after the bunch
collision to whichit correspondsThe readout of the event dateom the buffers is basedn
this assumption the buffers have a form of the fist-first-out queuesworking
synchronously with the bunch collision ratiee event datat the end othe buffermust meet
the L1A corresponding to itif the L1A is positivethe event data is acceptéa the opposite
case the data are rejected and [0kt delay of the data in the buffers must take into account
the latency of the data transmission and latency of the L1Anmiiasi®n to a given buffer.

To preserve the constant latency of the L1A signal, sevegairements must be
met. First of all the detector data which are used by the trigger subsystems must be assigned
to the correctlock period coresponding to théunch crossingin which the particls that
generated those dateere produced.Next, the synchronization of data must be preserved
during the transmissions between different devices of the trigger system (boards or chips), and
during the processing by thagger algorithmsMoreover, the pipeline processing requires,
that all data which are being processed in a giwesduleof the algorithm in a given clock
period originate from the same bunch crossing. Therefore, the data from different sources
must be kgned in timeby applying appropriate delaygefore introducing them to thaput
of thealgorithmmodule

The L1 Trigger system has a hierarchical Hike structure. It is segmented in
two main parts: the Muon Trigger and Calorimeter Trigger. Theotdpe L1 Triggertreeis
the Global Trigger. The basic assumption is that the triggers subsystancior the trigger
candidateobjects, but do noperform any thresholdased selectioy themselves. The
trigger decision is formed by the Global Triggdat combines the information from the
Muon and Calorimeter Triggaubsystems.
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Calorimeter L1 Trigger

The GalorimeterTrigger system detestsignatures of isolated and naolated
electrons/photons, jetst}leptons, and additionally it calculates themissing and total
transverse energy the calorimeter$l], [2]. For the trigger purposedhd electromagnetic
and hadroit calorimeters are subdivided infot r i g g e rin botb eatrineterghe
towes coverthe sameh-G r e gTheoTmigger Primitive Generator circuits, which are
integraed with the calorimeters readout, calculate the energy ¢ufns r i gger inpr i mi
the ECAL, HCAL and HF towers and assign them to the correct bunch crosdnegsigger
primitives from both subsystems are further processed by thierRéd alorimeterTrigger
(RCT)[5]. The RCT is dividednto 18 crates, each cratediwided up into 14 "regionsihich
consist of 4x4 squares of trigger towefsie RCTdeterminedor each regiorthe candidates
for isolatedand nonisolatedelectrongdhotonshadronjetsand calclates energy sum3hese
objects are forwarded the Glob& Calorimeter Triggerwhich selectshe best four objects of
each categorgnd sends theno the Globallrigger.

More detailed descriptionfdahe L1 Calorimeter Trigger is outside the scope of
this thesis.

Muon L1 Trigger

In contrast of the preceding Section, we will describe the L1 Muon Trigger in
more details, as it the main subject of this thesis.
Physic requirements for th&luon Trigger

The new predicted particles, which we hope to discavdre LHC, can decay in
many different ways. The decay channels with the muons in the final state are particularly
significant for the discovery of that partes and measurement of their properties, as the
background process for those channels are small with respect to the signal orejantbe
with appropriate cutsrThemost important examples are:

1 Standard Modehiggs:

HY zz®Y¥ 4leptons (including 204 ), my=130-750 GeV
Supersymetritiggs:

h,H,AY ninm,

1 Supersymetriparticles:

=

ARCY multi-lepton + multi-jet + E;™SS
1 Heavy neutral gauge bosoinem theories beyond the Standard Model

Z6 n¥m

The L1 Trigger must accept tlewents in whiclihose processes appear, otherwise
those processes cannot be studiglte muons, which appear in thoseens have highpr
(from tens to hundreds @eV). Thus, the fst and mosimportant requirement for the hdn
Trigger is high efficiencyfor the highpr muons.From the extensive simulation studies we
believethat the L1 Muon trigger will achieve efficiencyd®% for the muons with thpr > 40

GeV and | < 2.4[2] (the efficiency ismainly limited by the geometrical coverage and
intrinsic efficiency of the muon chambers).
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The expected rate of evenfrom above processis a fraction of Hz .9.10° -
10°Hzi n ¢ a s edmoWith rAuchYhigher frequency thrruons will be produced in the
processes of the standard phydibe muons with ther up to 5 GeV/c ar@roducedmostly
in the decays of charged kaons and pidaisfrom the interaction point (these are so called
nonprompt muons)in case of the muons Wwithe pr between 5 and 25 GeV/c the dominant
contribution are the decayg of the bottom and charm quarks, while above 25 GeV/c the
contribution of W and Z boson decays becemgportant.The integratedrate of eventsvith
at least one muon with higher hien a threshold (horizontal axis) is presentetheFig. 2.2.

The totalintegratedrate of the muons ialmost 16 Hz and isbigger than th@ssumeautput

rate of the L1 Triggerthereforethec u t on tpy ewustnbeappiied SThe threshold
cannotbe too high, otherwise the efficiency for the events with the new interesting particles
will decreaselt means that the muon trigger, beside identifoca of the muons, must
estimate theipr. The problemis that inside the L1 Trigger it is not possible to measure the
muonspr very precisely (due to limited granularity of the data that are used by the L1 Trigger
and very short time in which the algdmihs are performed)his results in overestimation of

the muongpr, and what follows, in accepting many muons with the agiu&wer then the
threshold.Therefore, thggr measurement should be accurate enough so that after applying the
assumed cut on the Global Trigger (aboQt@eV/c for single muon triggers) the output
muon trigger rate is below assumed leve8(kHz for the high luminosity of Tdcm?s?[3]).

Since muons from K, p, b, ¢ are produced inside jets, isolation criteria based on the energy
deposited around the muam the calorimetecan help to further reduce theckground.To

allow that feature, the Global Calorimeter Trigger sends to the Global Muon Trigger
information about energy deposition in calorimeter regions.
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Fig. 2.2. Integrated muon rates at generator lefrem different
sourcesHigh luminosity L = 16* cm®s™. Limited to h| < 2.1[7].

One can notice, that in the presented abexamples ofdecays channels of the
new particles, usually more than one muon appddrs.rate of the events with two or more
muons from the background processes is much lower than the rate of the events with only one
muon. Thusin case othe coincidence of twmuons in an everhe thresbld on theirpr can
be much lower than the threshold for a single muon. Thus, suchneauah trigger
complements the efficiency of the singe muon trigger, while it does not increase the output
rate significantly. This implies two more requirements on theiMTrigger. Firstly, it must
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deliver to the Global Trigger the information about more than one muon in each bunch
crossing. It was decided that the output of the Muon Trigger is four muon candidates from the
barrel region and four from both endcaps. Sedbon the trigger must be efficient also for low

pr muons.Additionally, thedimuon tri gger cannot be spoil ed
recogni zed as two separate candidates; It
0.5% [2]. Similarly, it is required that the rate of the false muons (resulting from the
background, noise or instrumental effects) should be low.

High efficiency of the muons regnition and god momentum resolutioresults
in excellent efficiency of the L1 Muon Trigger for tlselectionof events with thehysic
processes presented above. The simulations show, that the efficiency of accepting the events
with the Higgs boson decaying into four mud
[3]; similarly high efficiency (~99%) iachievedor otherprocess with higlpr muons

The requirement of the correct identification of the bunch crodsynthe L1A
signaltranslates directly to the next requirement for the Mliagger: &ery muon candidate
shouldcorrectly identify the muobunch crossing, i.e. it shoul issuedwith defined, fixed
latency after the bunch crossing from which the muon origgnate

The architecture of the Level Muon Trigger

The Muon L1 Trigge[1], [2] comprises of three separate branat@msesponding
to the muon subdetdors, i.e.the DT (barrel) CSC (endcaps)and RPC(both barrel and
endcapsj}rigger subsystemsvhich input together tthe Global Muon Trigge(GMT). Eadh
subsystenfinds the muons separately from the othgstens (the DTs and CSG exchange
some information to improve the performance in the regions of the {esdehpsoundary
and the CSG utilise the information from the first endcap discs of the RPC chambers to
improve theassignment of muon to the ieh crossing Thefi mu on ¢ a fradnieatla t e s 0
subsystem are delivered the Global Muon Trigger. The DT and CSC trigger systems
deliver upto four muon candidates, the output of the RPC triggerp to four candidate
from the barrel region ansimilarly up tofour from the endcapsihe information about a
muon candidates a vector of bits containirifpe tracks parametejG]:

- prCode(transverse momentum): 5 bits,

- quality: 3 bits,
- h (pseudorapidity) coordinate: 6 bits,
- 0 coordinate (azimuth angle): 8 bits,

- sign ofthe muorcharge: one bit,
- Aisign ofvadharoge oine bit,
- H/F bit- Halo bit for CSC, H/F= Fineta bit for DT.

The translationfrom the prCodeto the momentum is presented Table3.1 in
Chapter 3 The fquality bitsd quantify the quality of the muon identification angby
measurement.

The muon subsystems are redundant (the RPC trigger covers the same region of
the detector as the DT and CSC subsysteam)the GMT matches the candidates delivered
by the DT, CSC and RPCsubsystemg8]. The matchingis based on therpximity of the
candidates inspace. Iftwo muons are matclde their parameters are combined to give
optimum precision. If a muon candidate cannot be confirmed by the complementary system,
criteriabased on the candidate quabtye applied to decide whether to forwartbithe GTor
not [7]. In some casea single muon is detected by more than one subsystem, but the muon
candidates do notatch, ithappen®specially often at the boundary between the DT and CSC
muon system. The GMT <contains | ogi c tThe selegtadcraubn s uc
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candidates are ranked based on thgiquality, anch. The four best muon candidates in the
entire CMS detector are sent to the Global Triggiee maximum time avkible for thedata
processingrbm the proton collision to the GMT input®6 BX, GMT latency is 9 BX

The redundancy of the muon subsystems together with the advanced GMT
algorithms assures better efficiency anditguwf the muons identification, and allows to fulfil
the physic requirements for the Muon Triggesatissed on the beginning of tidabsection.
The performance of the Muon Triggerilisistrated by theFig. 2.3, wherethe output rates of
thesingle and dmuon triggers are presented.
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threshold for singlenuon trigger(left) anddi-muon trigger(right), at

the generator level (histogram) and from the Global Muon Trigger
(dark circles with error bars). The singtaion rate plot also shows
the trigger rates that would occur if the RPC system or the combined
DT/CSC system operated standalone (@ssand open circles). The
di-muon rate plot shows separately the contributions from the same
(squares) and different (triangles) pp collisiongin one BX[3].

Each of the Levell muon trigger subsystems is based on the dedicated, custom
electronics, performing customized and highly optimized algorithms. The DT and CSC
electronics processes first the information from each chamber locally, finding the track
segmentsThe track segments (i.e. their position, direction, bunch crossing, and quality) from
different stations are collected by the Track Finders (TF), which build them into tracks and
assign a transverse momentum value to €3lcHj10]. In case of the RPC trigger the muons
tracks are recognised by finding the coincidence afiadgyfrom a few chambers (for the
details of Pattern Comparator algorithm, S&@apter 3.

Global Trigger

The Global Trigger[2],[11] receives trigger objects from th@&lobal Muon
Trigger (4 muonspndthe Global Calorimeter Trigged(noni s ol at ed and 4 i sol
central and 4 forwartiadronicjets, 4t-jets, totalEr, missingEr, Ht - the scalarsum of the
transverse energies of the jeabove a programmable threshold and twelve threshold
dependent jet multiplicitigs The objectscontain informationabout energy or momentum,
location(h, cdordinatesand quality
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The GTworks out the final trigger decisi@applyingphysics tigger requirements
(Aal gor it hms 0.)Up tb d28algdrithmsean bebprograntmeiaito the GT. The
simplestalgorithmsare based on requirement thiaé pr or Er of muons or jests iabovethe
selected thresholdsor that the jet multiplicities exceed defined valuesdditional more
complexalgorithmscan be programmed, in which the space correlations between the trigger
objects areimposed The onebit outpus of the algorithns are canbined by a final OR
function to generatéhe L1A signal. In addition, upto 64soal |l ed WATechnica
signals(e.g.direct trigger signals from suibetectory canbe connectedo the GT whichcan
be included in the final ORalso as a veto thathibits the final signal).

Trigger Control System (TCS)and Timing Trigger and Control (TTC)
System

TCS system

The delivery of the L1A signalérom the GT to the detector electronics is
controlled bythe Trigger Control System (TCS}1],[12]. The TCS appliesemeralfirigger
rulesd for minimal spacing of L1AsAdditionally, it suppresses the trigger ratepending on
the status of the reamlt and data acquisitiosystemsprovided by theTrigger Throttle
System (TTS)In this way it preventshe corruption of the data acquisition process due to
overloadof the DAQ systemThe synchronoudranch of the TTYsTTS) collects status
information (disconnected, overflow warning, synchronization loss, busy, readyror)
from the frontend readout electronics andtracker fronend buffer emulators. The
asynchronous TTS (aTTS) runs under control of the DAQ software and monitors the
behaviour of the readut and triggeelectronics.

The TCS also issues synchronization aedet commands, and controls the
delivery of test and calibration triggers.

TTC system

Onre of the basic characteristicof the trigger and readout electronics is that it
process the detector daggnchronously with the bunch collisiariBherefore, e electronic
devices aredriven by the 40 MHz clock delvered by the LHC control system. In the CMS
(and other LHC experiments) the 25 ns period between the bunch crqssinggick of the
LHX clock) is commonly used as the time unhiBX. The LHC clock is distributed to the
CMS electronic devices by the dedicated transmission netivahe Timing Trigger and
Control (TTC) SystemThe TTC systemalso transmits the L1A sighaand fast control
signals, likeBCO (bunch crossing zersignal related to the first bunch of a LHC beam cycle,
issued every 3564 BXs by the accelerator control syste@0 (event counterezq signal
resdting the L1A countersand othesynchronization and reset commanraiswell agest and
calibration triggers

The clock, L1A and control signals are encodet mne optical signal by the
TTCci (TTC CMS interfacepnd TTCex (TTC Encoder and Transmiftenodules[12] and
sert to the CMS electronics with the optical fibefs. the destinations theptical signal is
receivedand decodedby TTC receiver(TTCrx) chips[14][12]; from t heclodkTCr x 6
L1A and othefTTC signals are distributed to the particular devices.

Each subsyem of the CMS (or a major component of a ygbsm) has its own
TTCci module. A TTCcimodule defines the TTC partitiothe CMS detector iglivided into
32 TTC partitionsDuring normal physics data taking all T¢iG sre configuredn such a
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way that they pass theL1A and contol signals from the TCS systerm this way uniform
operation of the experiment and atking is assured.

The TTC partitions can be grouped in a few (up to eight) indegrgn@dCS
partitiontor commissioning and testinthe GT ad TCS can be configurad such a way that
a different L1A signal is distributetb each TCS partitiofallowing for different algorithms
or technical triggers subdetecto)s

Additionally, the TTC partitions can be operated completely independent lim t
GT and TCSthroughthe Local Trigger Controller (LTC)L3] (a few different sources of the
L1A and control signals cdme connectetb the TTCcj the control softwareould select one
of them) The test trigger signalge.g. subsystem local triggerspuld be connected to the
LTC module,the LTCpasses them to the sybtem TTCci together with oth@rogrammed
TTC commands.

2.3.2 Data Acquisition System

The DataAcquisition (DAQ) system[15] readous the triggered event data from
the detector bdérs merges the event fragments from different fremd devices ina
complete eventand passesventsto theEvent FilterFarmwhere the Higher Level Trigger is
performed.

Upon arrival ofthe L1A signal thecorrespondingdata are extractedfrom the
front-end buffersandplacedin theFrontEnd Drivers (FEDsinodulesThe FED encapsulates
theevent fragmenin adefinedstructure(Common Data Formai5]) by adding a header and
a trailer that mark the beginning and the end of an dvagient.Information in the header
and trailer includébunchcrossing and_1A identifiers, as well as fragment size and Cyclic
RedundancyCheck (CRC) information used by the DAQ to check for datasfer errors.
The data from the FEDs assynchronously transferradto the Fronrtend Reaebut Links
(FRL; custom 6U Compad®Cl card via a 64bit serial link(S-LINK64 [16], [17])

The design of the FED is sdétector specificthe S-LINK64 and FRL modules
are uniform elements ofthe central DAQ systemThe subdetectorreadout and FRL
electronics are located in thESCS5.

The events fragments from the FRae assembld into oneeventby the Event
Builder (BB). The first stage of the Event Buildex performed by72 FED-builders, each
FED-builderassembles the data from up to 8 FRLs suyoerfragment. During tis stage the
data are transmitted from the USC to theface building (SCX)The supeffragmentsare
then stored in large buffers in Readt Units (RU), waiting for thesecond stage of event
building i.e. RUbuilder, which is implementedvith multiple 72x72 networks.All super
fragments corresponding to orgent are read by one Builder Unit (BU) toke RUbuilder
network. The complete event is then transferred to a single unit of the EventTri&efED
Builder is based on MyringfL9] - an interconnect témology for clustersThe RU nodes are
server PCghe RUbuilder is based on TCP/IP over Gigabit Ethernet

Event Filter

The Event Filte(1],[2],[15] hardware consists of a large farm of processies (
number ofthe order of 1000), running the HLSelection (Filter Farm), and a data logging
system connected to a Storage Area Network (SAME Event Filter performs physics
selections, using faster versions of the offline retmction software, to filtethe events and
achieve the required output rate. It transfers data from local storage at the CMS site to mass
storage in the CERN data centre at the Meyrin site.
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2.4 CMS online software framework

Thedirectcontrol over the detectors and experiment electronics is performed by a
few hundreds of computers; each of those computers is responsible for a small fraction of the
system (e.g. one computer contreveralVME crates).Control and monitoring processes
are distributed over these computeffiese system nodes should work synchronously. For
example, to start the run all subsystems should be configured simultaneously, and the data
taking can be started only when all of theasr e por t ed A r e thelcprarol gverat e .
such tasks should be centralised. Moreover, during the tbesexperiment should be
operated only by a few people of the shift crew, thuy theed a centralised interface to
configure, control and monitor the whole experiment; thisriate should be relatively
simple to use and shoulgloss overthe enormous complexity of the subsystems. Those
requirementshas lead to the hierarchical structureith the top node of the experiment,
standardised central nodéx subsystemsand customzed nodes directly controlling the
hardware. The subsystem central node provides single point of entry for the top node, and
allows usto operate a subsystem in a standalone mode for test and commissioning purposes.
The centralized management of the expent is realized by the Run Control and Monitor
System(RCMS) Fig. 2.4).

RCMS
Top FM
A
Trigger FM
TS
Central Cell
/
TS Subsysten Subsystem FN DAQ FM
CentralCell
Low level API Low level API Low level API| Low level API
(XDAQ) (XDAQ) (XDAQ) (XDAQ)
3 .' & 3 .' e L = Event Builder
é r
(XDAQ) r
Triggér Crates _ Front-end (readout) crates /

Sub-detector 1
Sub-detector 2

Fig. 2.4. The structure of the CMS control system. Explanations of the
abbreviations are in the text.

The trigger suisystems have to be treated as a one system, since lthey a
participate in elaborating of the L1A signal. Therefore, the separate branch of control system

19



Chapter 2

with a dedicated central nod createdor controlling the hardware elements of the trigger
system. The Trigger Supervisor (TBamework was developed for building the elements of
thistrigger control system.

Elements of the CMS online software system are described in details below.

XDAQ

XDAQ [51] is a software platform designed specifically for the development of
distributed data acquisition systems (here it means not only the DAQ systesg but also
online software for contralig the electronics involved in the trigger and data acquisition, run
control, etc). It is created in the C++ since thisguage is most suitable for the efficient, fow
level applications.

XDAQ includes a distributed pubifs2lsdi ng e
The XDAQ executive process are run on dedicated computers, andeatended with
application component§.e. theobject code is dynamically loaddxy the executivept the
runtime. Those applications are developed for dedicated purposes (e.g. controlling the
selected hardware elements)prderto be used in the XDA@xecutive thg have tofollow a
prescribed interfaceThe applicationsuse the medanism of the XDAQ executive for
communication, configuration and memory management purposes.

The communication with the XDAQ executive is performed through the standard
SOAP (Simple Object Access Protoci@0O]) and HTTP protocols ovehe TCP/IPnetwork.
Thus, the XDAQ applications and other processes using that protocol can communicate with
each other, even thoughely are run on different computers.

The XDAQ application generates the html web page, which is used as a graphical
user interface. The content of that page is developed in the class customising the XDAQ
application.

Run Control and Monitor System (RCMS)

The Run Control and Monitor System (RCM[SB], [54] - one of the principal
components of the online systenis the collection of hardware and software components
responsible for controlling and monitoring the CMS experiment during data taking. Its
graphic user interface provisiehe physicists with a single point of entry to operate the
experiment and to monitor detector status and data quality.

The Run Control System is organized as atreewfaol | ed AFuncti on Me
(FM). Commands from cgral Run Control are propagated to the subsystems via the FMs.
The top level FM is the entry point to the Central Run Control system.

The next level of the RCMS system contains the trigger FM that passes the
information to the central Trigger Supervisoell, the DAQ FM contrding the Event Builder
componentsand the subsystem FMs that control the hardware elements of the DAQ system
(front-end electronics|Fig. 2.4).

An FM consists of a finite state machine, processing logic and data access logic.
The FMs communicate with one anotlusing theSOAP standard over the HTTP protodbl.
set of services are accessible to the FMs. The services comprise a security feervice
authentication and user account management, a resource service for storing and delivering
configuration information of online processes, access to remote processes via resource
proxies, error handlers, a log message application to collect, store sanbuté messages,
and Job Control to start, stop and monitor processes in a distributed envirfsBhent
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The RCMS software is created in the Jargguage.

Trigger Supervisor (TS)

The purpose of Trigger Supervisor (T)S3 to set up, test, operate and monitor the
Level1l trigger subsystems and to manage their interplay and the information exchange with
the RCMY[55], [56]. The Trigger Supervisor was developed based on the XDAQ Warke

The TS system has a trkke structure, the nodes of that tree are denoted as
icell so, The Central Cell resides on the to
the subsystesxcentral cells are found. The applications directly contrglthe hardware can
be also developed as the TS cells. The Central Cell propagates information between the
RCMS top FM and the central subsystem cells. The central cell of each subsystem controls
hardware access applications and other software needqubtate or testhe given trigger
subsystem.

The subsystem cells are software skeletons with predefined interface that have to
be implemented by the subsystem software developers.

Similarly asthe XDAQ, the TS application has web graphical user interface.
However, the TS framework uses thgx (Asynchronous JavaScript and X§technology,
which facilitates the development ofie applications withthe rich, dynamicweb user
interface

Detector Control System(DCS)

The supervisiorof so-called "slow control" items such as power supplies, gas
systems, etc. as well as freenid devices configuration is provided by the DCS (Detector
Control System)57].

The DCS controls all power supplies detectors and the electronidsenables
switching on/off and ramp up/down the High and Low Voltagdsets up their operational
parameters.

The DCS provides the onitoring of the detector conditions, like values of
voltage, current, temperature, gas mixture composition and pressure. These monitored data
are recorded and archived in the condition database.

The DCS provides early warnings about abnormal conditigssies alarms,
executes control actions and trigger hardwired interlocks to protect the detector and its
electronics from severe damage.

The CMS DCS software is based on the commercial PVSSII SCADA
(Supervisory Control And Data Acquisition) system frore 88BTM Gompany and the Joint
Controls Project (JCOP) framework, developed at CERN.

The CMS DCS is organized in a trllee structure with a central supervisor that
communicates with the swdetectors supervisors. The DCS is integrated with the RCMS via
dedcated FM controlling the central DCS superviggs].

Databases

The operation of the CMS experiment requires storing of large amount of
configuration and conditio information.The most efficient, powerful and safe solution for
managing large volume of data is the database techndlbgyCMS database architecture for
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online and offline computing consists of three database @WDS, ORCON and ORCQF
each implemeted as a separate, exséble Oracle database clusig®].

TheOMDS (Online Master Data Storapgprovides the database services@S
online operations OMDS hosts configurations, conditions, equipment management, and
detector geometryOMDS databases adirecly accessed bgheonline softwaresystems

The High Level Trigger needs to know, howetlsubsystems of CMS (sub
detectors, L1 Trigger) were configured, and wisdheir current state. ThH@RCON (Offline
Reconstruction Conditions DB Online substdtabase system servee #ubset of conditions
and calibration/alignment data rewpd by HLT.Recent conditions datrefed into ORCON
from OMDS.

The offline reconstruction requires the information about the configuration and
status of the detector corresponding to the andlyegents. TheORCOF (Offline
Reconstruction Conditions DB Olfihe subseét cluster providesthese offline database
servicesIt serves the event reconstruction with conditions dataghwis kept up to date via
replication from ORCON. ORCOF stores in addition the calibration and aligrdatawhich
are derived oftline. Some of this datare replicated back from ORCOF to ORCON to
provide HLT with recent offline corrections.

2.4.1 CMSSW software framework

The CMSSW [3] is the CMS framework comprising the software for the
simulation, calibration and alignment, as well as reconstruction and physics analysis of the
event dataThe highlevel goals of theCMSSW are to process and select events inside the
High Level Trigger Farmto deliver the processed results to experimenters within the CMS
Collaboration, and to provide tools for them to analyze the processed information in order to
produce physics result€MSSW is based on thebjectoriented development methodology,
based primarily on the C++ programming language.
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Chapter 3
The L1 RPC PAC Muon Trigger Systemi

hardware description

Chapter summary

This chapter provides the description of the RPC detectors and therRag
trigger electronicsFirst, the tasks which werelefined for the RPC muonigger system are
presented. Tése requirements, together with the general requirements for the CMS muon
trigger system presented in the previous chapter, determine the désigm RPC detector
and the PAC triggefThe RPC chambers construction, geometry and segmentatgather
with their performanceproperties arepresentedin the Subsectior8.2 Next, the trigger
algorithms and segmentation of the PAC triggexdescribed (Subsectio®i4). Finally, the
electronic system of the PAC trigger is presented in details (Subs8diomhe final state of
the system, which is realized now in the CMSjescribedthe system design was modified
duringthedevelopment).

Because the systeextensivelyuses the FPGA devices, the brief description of
the FPGA (Field Programmable Gate Arrays) tedbgy is givenin the Subsectior3.3,

3.1 Tasksof RPCPAC Muon trigger system

The RPC PAC trigger is one of the subsystems of the CMS muon trigger.
coves both the barrel and endcap regions of the CMS detether PAC trigger system,
based on the signals from the Resistive Plate Chambers, seardiresyfaons and estimates
their transverse momentufihe muons recognition is based on the pattern comparator (PAC)
algorithm. The system sortise found muon candidaseand sends to the GMT up to four best
candidates from the barrel region and up to four from both endcaps.

The basicphysic requirements fahe RPC PAC trigger follows from the general
requirement for the muon trigger presented inSbbsectior?.3. They can be summarised as:

- high efficiency of muons detection,
- accurate measurement of the muons transverse momentum,
- low level of false muon candidates and ghosts,

- unambiguous assignment of muons to the bunch crgssing
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- no dead timge
- the latency fronthe proton collision to the GMT input: moore tharB6 BX.

Necessary precondition tbose requirementis thatthe performance of the RPC
detector should bgood enoughthe chambers must have high efficierfoy the muons
detection and good spatial resolution (small cluster size). Additiotla#yntrinsic chamber
noise must be low. The chamber performance is presented in the Sub3&ction

The above requirements determadso thedesignof the trgger electronicsThe
muons recognition should be performed for everymBaintainingthe same quality no dead
time is allowed. It means that the chamber data feomiven BX must be processed
independently from the data from the other BRse synchronous pipeline processing is most
suitable here: the trigger algorithms are divided into steps performed in one clock period (25
ns), at the end okvery clock period the processed data are shifted fromstage of the
algorithmto the next one.

The recognised muons have to be correctly assignecetbuich crossing from
whichtheyor i gi nat e, i.e. the Amuon candidateso
clock periodwith strictly defined latency after tH®inch crossing. The good timimgsolution
of the RPC chamber should assure the unambiguous bunch crossing assignfokmis
that the synchronization of the chamber signals and flow of thethiedagh the trigger
electronics is one of the crucial issu€he Chapter Ss devotedo the detailed discussion of
this topic.

The trigger algorithms must be optimiséd such a way thafor the actual
performance of the chambdise bestpossiblequality of the muons recognitias obtained
(Subsectior.4).

The signals from the RPC detector are processed only by the electronics of the
PAC trigger systemthere is no dedicated readout electronics for the RF@srefore the
triggerelectronics contains the data acquisition subsystem (Subs8di@n which read out
the RPC data and sends them to the standard CMS DAQ system.

Each device of the PAC trigger electronicspsermanentlyconnectedto the
dedicated computers via the hardware control channels (Subs@cigh The custom
software for the control, configuration, testing, monitoring and diagnostic of the trigger
electronicsoperate on the hardware via this connectidre issuesof control and diagostics
are the subject of théhapter 4

3.2 RPC detectors

3.2.1 Resistive Plate Chambers for the CMS detector

A Resistive Plate Chambeonsists of two parallel plates, made outbakelite
with a bulkresistivity of 10 10" Wem, forming a gas gap oé few millimetres[12]. The
gap is filled with the freoibased gs mixture The outer surfaces of the resistive material are
coated with conductivgraphite paint to form the igh Voltageand ground electrodes. The
readout is performed by means afetal strips separated from the graphite coating by an
insulating film. The charged particle ionises the gas antlates the electron cascade, the
cascade is amplified by the applied HVhedrift of electrons towards the anode induces on
thestripsacharge, this charge tkeoutputsignal of the RPC.
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The design of the RPC was optimisgal that it can sustain the LHC experiment
environment (high rate of hits), and meet the requirementsed€MS trigger systemHigh
efficiency,low noise, good time resolutian)hus, he RPC designed for CMS consists of two
gaps with common piclip readout strips in the midd(Eig. 3.1). The gaps width is 2 mnit
was shown that the double gap RPCs are characterised by a charge spectrum and time
resolution improveavith respect to the single gap chamijéd, [22].

A significant improvement is achieved by operating¢hambersn the secalled
avalanchanode the electric field across the gap (and consequently the gas amplification) is
reduced and robust signal amplification is introduced at the-édtlevel. The substantial
reduction of the charge produced in the gapeasedy more than one ordef enagnitude
thehit ratethatthe RPC can susta{ap to 1000 Hz/cm2]12].

To reduce the intrinsic noise of the chambers, the inner surfaces of the bakelite
were @ated with linseed oil.

isolator
:ﬁ graphite
<+—— bakelite
<+«——_ gas

readout strips
.................... ~_> To FEB

spacer
Fig. 3.1. The crosssection of thaloublegap RPCGchamber.

3.2.2 Front-End Boards

The signals from the chamber strips ar@nsmitted to the FrosEnd Boards
(FEB) attached to the chambd3]. In case of the barrel chambers the strips are connected
with FEBs with the kaptorfoil, in case of the endcaps coaial cables The FEB
discriminatesthe analoguestrip signals(i.e. choosesonly thosesignals which charge is
higher than the definedthreshold)and forns theminto binary pulsesn the LVDS standard
The rising edge of theutputpulsedefinesthe time of thechambeit.

Abovetask are performed by tHerontEnd Chips (FEC) The FEC is a custom
ASIC device, itcontains3 channes, each channel corresponds to one strip. The input signals,
after amplification, are processed two discriminatos working in coincidence: threshold
discriminator providing selection of signals with charge abiineedefinedlevel, andzerc
crossing discriminator, which detects the peak of the s[@8&l In this way the timing of the
output pulse is derived from the maximum of the strip sigmagt assures, that this timing is
not depending on the pulse amplitude and applied threshold (the me#swedalk of
average delay time.r.t. the charge overdrive less than 0.6 rfer charges < 5 pC).

In a RPC working in avalanche mode, afterpulse often accepanies the
particlehit signal thedelayof afterpulses isanging fromzeroto some tens of n3.0 block
the afterpulse a monostable circuifollowing the discriminatas shapes the length of the
outputpulseto the programmed valughe range of the pulse length is-300 ns) The choice
of the pulse lengtshould bea compromise between thate of the remainingfterpulses and
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the dead time for the true hits. langth of 100 ns, giving a dead time of 4%, hasnbee
considered a g@bcompromise.

The control over the FEB threshold and the output pulse length is provided with
use of thedC bus The FEB contains the temperature sensor, which can be readout with the
I°C bus as well.nl the final application in the CMS, thé&Cl controller used for steering the
FEBs is implemented on the Control Boards (see subse6al.

The FEBs for the Bael RPCs contains two FECs, thus they have 16 input
channels. However, as number of the strips in the chambet alwaysa multiple of 16,
some channels are not connected to the strips and are terminated. In case of thethedcaps
FEBs contains fourECs; all 32 inputs channels are always connectéuetstrips.

3.2.3 Chambers segmentation, geometry andaming
convention

L or
e
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Fig. 3.2. Layout of one quarter of the CMS muon systdihe staged
version of the systenwhich will be usedfor initial low luminosity
running,is presentedThe RPC system is limited tb||< 1.6 in the
endcap, and for the CSC system only the inmeg of the ME4
chambers have been deployed.

In the CMS the muon detectors are segmented mvzaked muon stationHg.
3.2). In the barrel, the segmentation along the beam direction follows the 5 wheels of the
yoke, each wheel contains four concentric laydrshe muon stationfnamed MB1, MB2,
MB3andMB4) divided into 12 sectors in the
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12), seeFig. 3.6. Each station consist of a DT chamber and attached to it RPC chambers. In
case of the stations MB1 and MB2, a DT chamber is sandwiched between two RPCs, named
respectively RBlin and RB1lout in case of the MB1, and RB2in and RB2out irotc#se

MB2. In stations MB3 and MB4, each package comprises one DT chamber and one layer of
RPC (it consists of one, two or four separate boxes, depending on the sector), which is placed
on the inner side of the station; the RPC layers are named RB3Bdni§pectively.

In each of the endcaps, the CSCs and RPCs are arranged in four disks
perpendicular to the beam, named MBAE2, ME3, ME4. Each disk consists of three
concentric rings of the trapezesthape chamberhe e a r echadnbers InCeékh ring,
except inner ringshambarhiere there are 18 20U

A shortfall of funds has led to the staging of the RPC detector in the endcaps; the
chambers of the innermost rings and of the fourth disc will be produced antethstaatter
time (Fig. 3.2). The RPC endcap system is thus limitech{o<| 1.6 for the first period of data
taking.

Geometry of the RPC &ips

To determine the trsverse momentujrthe bending othe muontrack in the
magnetic fielchasto be measured. The lines of the magnetic field are parallel toetima line
(Z-axis), thus the tracks are bent in the plane perpendicular to the bearR-line p | ane) .
Therefore, he muon track must be measured infhé@ pl ane wi th high gr a
precise determination of the mubncoordinae is not required. Above requirement defines
the layout on segmentation of the RPC chambers and [@&4ip$25].

The single RPC chamberovides the information about the place, in which the
charge particle crossedsts ur f ace (fAfiredodo strip), i . e. [
track, with the resolution defined by the size of its stiidsleast three points aihe particle
tracks must be determinad orderto measure the muon bendirig the barrel the RPC
chambers form six cylindrical layessirrounding the interaction pojnwhile in each of the
endcapshe chamber form four discln the barrel the strips atengitudinalto the beam line,
in the endcapthe strips havaradial layut.

StripsR0 s egment ati on

The strip angul ar wi dtRd ips|whasmseanshatd t o
in each | ayer ther e s h 8astrips pdr sectirThél@yousdfthel p s {
strips in the ideal situation should pmojective (i.e. the strips in all layers should be aligned
to the commonradius).Only in the endcapsyherethe chambers form flat disand overlap
to avoid gaps, thee rules arestrictly fulfilled: in each chamber in one gbartition (row of
strips)there is 32 strips atrapezoid shape

In the barrel, due to the iron yoke construction, the chambers of a given layer
camot overlap (excepin the outermost layer)Therefore, to assure th@pproximately)
projective geometry of the stripthere arelessthan 96strips per sectoin each layerin the
three innermost muon stations there 84 or 90 strips per sector, in the muon staiibB4
the number of stripgn most of the sectors is 96xceptin the top sector 4vhereare 144
strips and in botton one10where arel20strips

Sincethe chambers are flaip assureconstant angular width of the strips,the
barrel the strips on the edge of the chambeght tobe widerthan those in the middle.
However, in this case the production of chambers woultbbeomplicated Therefore, all
strips in a given barrel chamber have thensawidth, from 22 cm in case of the inner
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chambers to 4 cm in case of theutermosbnes The norprojective geometry of the strips is
included in the PAC patterns (see Subseciidnl).

Strips A segmentation

In the barrel,the chamber lengtm the Z coordinde is equal to thevidth of the
CMS wheel (~260 cm). In most of the chambers, gtigpsaresegmentedh theZ coordinate
into two partsl30 cmlength each{so-called rolls or etgartitions) The exception is the layer
RB2in of the wheelsl, 0, +1 andhe layerRB2outof thewheels-2 and +2, wheréhe strips
are segmented into three parts of length 85 These chambers form walled reference
plane,their strips defindrigger towers, which are units tfe trigger logical segmentation in
theh plane(see Subsectiod.4.]).

The endcap chambehsve length of about 175 cm in thecBordinatethe strips
are divided into three parts. The exception are the chanabéine innermost rirgywhich are
divided into four parts in case of the stations RE1/1 and RE2/1, and in to twinpzase of
the stabns RE31 and RE/1.

3.2.4 RPC performance

The performance of the RPC chambers was intensively tested during all gtages o
their development, production and installation in the CMS, both with use of the cosmic muons
and synchronous muon beaf2§], [27], [28], [29], [49]. In this chapter, the latest available
results are presented. They were obtained
T e s ( & 6R A peffarmed on the autumn of the 20@8e SubsectioB.7). More results,
as well as detail description of the methods used tmmthose results, can be found30].

The RPC chambeefficiency is calculated by comparison of the data from the
RPC and Drift Tube detectors. The muon traegmrsentsarereconstructed locally in the DT

chamber and extrapolated to the surface of the RPC chambers placed in the same station.

Then, the fired RPC strips are searched in a region around the impactTp@ifiig. 3.3
presents the distribution of the chambers efficienajculated in this way for all barrel
chambers for a few different values of the applied High Voltage.Fig. 3.4 presents the
probability ofclusterwith the size of 1, 2, 3 and more than 3 strips.

3.3 Overview of the Field Programmable Gate
Array (FPGA) technology

The PAC trigger electronics is basedtbe FPGA technology; all functionalities
of the system are coded in the VHDL and implemented in the FPGA devices. The specificity
of the FPGA technology has significant influence on the shape of the PACT system. A short
overview of the FPGA technology @ggven here. In the PACT system we used the devices of
two leading companies on the FPGA market Altera and Xilinx, therefore we will focus on the
solutions used in the devices of those companies.

A Field-Programmable Gaterfay (FPGA)is a semiconductor device that can be
configured after manufacturinghe basic building element of the FPGA device isated
"logic block". Typically, a logic block containgp to severalookup tables, one or twadif-
flops and some additional logic, like multiplexers, adders, etc. The lookup table {£T)
memory element, which for every possible input value returns the programmed output value.
The LUTs in the logic blocks are usyadl-bit input and has onrbit output (the LUT contains
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in this case %16 onebit memory cells). The LUT is used as a generator of any
programmabldogic function. The flipflops allow latching the output of the LUTs and in this
way to synchronize it to the clock. The flilops are also used for building the shift registers,
counters, etc. The detail architecture of the logic block depends on thEamprand the
devices family. For example, in the Altera Stratix Il devices the logic block (the company
call s it #fAadapRALMYy@ntdine @few4 anddddput ILETS, which can be
configured to implement any function of up to six inputs andagerseverinput functions.

The devices of that fanyil we used on the Trigger Boarde implement the Pattern
Comparators (see Subsecti®b.?).

The FPGA devicecontan up © a few hundreds of thousands of the logic blocks.
The inputs and outputs of different logic blocks can be connected to each other with a
hierarchy of configurable interconnections. In this way, very complex logic can beirbaild
flexible waywith logic blocks.

The FPGA contains also the blocks of the memory (up to a few megabits}, input
output services, clock control blocks, PLLs (phase lock loops), DSP blocks (digital signal
processing), and many other functionalities, depending on #efacture and devices
family.

The configuration of the LUTs and interconnections inside the logic block and
between the logics bloskis obtained by programming the dedicated memory céhe
FPGA devices contains up to a few millions of such a configurdiits (memory cells), most
of them programs the internal interconnectiolms.the most popular FPGA devices this
memory iSSRAM (Static Random Access MemQiype. The SRAM is volatile memory, i.e.
the data iseventually lost when thdeviceis not poweredIt means thain case othe FPGA
device based on the SRAte configuration bits have to be loaded after each power cycling.
Most devices used in the PACT system are SR, as they are most powerful and
cheapesamong different types of the FPGAs.

The other type of the FPGAs deviceshased on the FLASH memoryhe
advantage of those devices is that the FLASH memory preservers the data even when the
poweris off. Therefore, thalevices danot have to be configured after egobwer cycling
Additionally the FLASH memory is more resistived the ionising radiation (see below).
However, the FLASH based FPGAs are usually more expensive and smaller than those based
on the SRAM.We usel the FLASH based FPGAs from the Actel company on the Control
Boards (see Subsecti@rb.1).

The | ogic implemented in the FaRIBade devi ce
description | anguageod or schematic design. I n
Very High Speed Integrated CirculfardwareDescriptionLanguageThedesgn, containing
the VHDL source codes, the definition of pins, etcsymthesisedand compiled witha
software suite from the FPG@endor(e.g. Quartus from the Altera or ISE from Xilinx). The
out pu ffirmivared Eontdining the stream of the configtioa bits, is loaded to the FPGA
chip with use of the dedicated mechanism (e.g. JTAG).

The ability to chang the firmware of the devices already installed in the
experiment is very valuable: bugs can be fixed, new functionalities can be addédcate
of the PACT system,aeh FPGA device used in the system can be programmed via standard
control channels
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Radiation effect in the FPGA devices

A part of the PACT system electronics (Links System, see Subsectdl is
placed in the CMS cavern. During the LHC running, ¢avern will be filled with the ionising
radiation, composed mainly of thermal neutrons and leggrgy ladrons (E = 10 100
MeV). Therefore,its impact on the electronic devices must be inaludehe system design.

In case of the FBA devices, thenost importaneffects of the ionising radiation
are the Single Event Upsets (SEW)YXhe memorycells and flipflops. SEUis a change of the
logic state of an element storing one bit caused by radiation. Two types of SEUs may be
distinguished:

A static SEU radiation induced change of a configuration bit

A dynamic (or transient) SEUradiation inducedthangeof the logic state o&
bit, whichis changingduring normal peration (e.qg. fligflop).

The most dangerous are the static SEUs in the bits configuring the
interconnections between the logic blocksttesy can seriously modify the performance of
whole device. The SEU ithe memory cell of dook-up table results in a wrong answer of
that LUT for one combination of input bits.

The SEU in the fligflop working as a latch results in a false value of one bit
during one clock period only. If the fhflop is used e.g. in the counter, then the value of the
counter will be distorted.

Detailed considerations about the mechanism of SEd 8RAM cell may be
found in[31]. The main conclusion is that an ionizing particle should deposit a relatively
large charge in a small volume to trigger a SEU. Only heavy ions or alpha particles have large
enough LET (LineaEnergy Transfer) to produce such a big charge. But these particles have a
very short range (typically below 1n), so they have to be produced inside the chip by other
particles with higher range, like protons or neutrons.

In the case of the CMS detecttine highenergy (E > 20 MeV) hadrons (protons
and neutrons) are considered to be the main safr8&Us[31]. They can produce nuclear
recoils with energies upp 10 MeV and atomic number (Z) usually at least 10 in inelastic
interactions with silicon nuclei. These nuclear recoils can easily produce charges needed to
trigger a SEU. The expected dependence of the SEU cross section on the hadron energy is
rather wek (for hadrons energies > ~50 Mej3R].

The FLASH memories, are considered to be immune for the [B&UThus the
FPGA based on the FLASH are immune for the s&tls while thetransient faults are still
a concern

3.4 Algorithms of Pattern Comparator Trigger
(PACT)

The muon produced in the interaction point flying through CMS detector
crosses up to six layers of the RPC chambers, and fires their strips. In this way, the muon
track is sampled in a few points. The muon identificatgorithm (Pattern Comparator
PAC) that is used inhe RPCPAC triggersystem is based on the searching for the spatial and
temporalcoincidence of signals from chambéysg on the possible path of a muoaming
from the interactionpoint We shall call sucla coincidence #@rack candidate.The signals
from the chamber strips, which are previously digitised and time quantised (i.e. synchronized
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to the LHC 25 ns clock, and in this way assigned to the partiB{arby the Link Boards

(see SubsectioB.5.1) are compared to the predefinedtpms of hits (fired strips)A pattern

is defined by the strips that a muon should fire in the crossing charAbeastern is activieed

(i.e. it gives a muon candidate) if the signals on the strips belonging to that pattern appear in
the same clock periodBK). This coincidence gives the bunch crossing assignment of a
candidate track.

For the whole RPC PACT system dozens of thous&mpaitberns are needethe
digital electronic devices (FPGAs or dedicated ASICs) allow to implement the PAC algorithm
is such a way that, the comparison of hits with the patterns is performed concurrently for all
patterns. This is the only viable soluti@s, only a few BXs can be devoted for that process.

As the time coincideof the strip signals is required, the chamber data
corresponding to the same bunch crossing must be delivered to the input of the PAC logic at
the same clock period. Therefore, thendyonization of the chamber signals to the LHC
clock and compensation of the transmission latency differences is crucial for the PAC trigger
operation. Those issues are discussed in details Dhthpter 5

A pattern is defined in all layers laying on the path of the muon. However, in
some of those layetbere may be absence of hits frangiven muon (due to inefficiency of
the chambers or gaps between the chas)bdherefore, to increase the efficiency of the
muons detectionthe coincidence of the signals from smaller number of layers is also
accepted (the minimal number is three fired layBmsthe highpr pattens in the barrel four
fired layers is required The numbernd layoutof the fired layers fitting to a given pattern
defines the fAqualityo of t hehdrfagkalciathnydd diag ee
as number of value from 0 to 7 (three bifBhe assignment of a majority lev@lumber @
layers fittingtoa pattert) o a gi ven fqualityo is a matter of

The shape of the patterfi.e. bending of the corresponding muon tradefines
the transverse momentum of the muwomd its signBecause of energy loss ¢hwations and
multiple scattering there are many possible hit patterns for a muon track of definitive
transverse momentum emitted in a certain direclitve. patterns are divided into classes with
a sign anda code denoting thigansverse momentunp{Code a number from 0 to 31, i.&.
bits, see @ble3.1) assigned to each of them.

The chamber signals produced by a given muon casevieralpatterns.This is
caused by two mechanisms:

- In a given chamber a muoncan fire more than one strip (cluster, see previous
Subsection);

- For the sake of increased trigger efficiency linger majority leveldi.e. hits in four
or five out of 6 chambersre also accepteddditionalpatterrs with the similar ape
can be activated, even though they do naXéctly to the fired strips.

Among those active patterns, one providing best momentum estimation should be
chosen. Theaule adopted here is such, that the track candidate with the highest quality is
seleced If there is more than one candidate with the maximum quality, thenghethe
highestprCodeis chosen.

The definition of the quality bits is important at this point. In most of the cases, at
least one pattern fits to the fired strips in all fired layers. This pattern should be chosen among
all activated patternsStudies which we have done indicate thhas enough thathe quality
value expresssthe number of fired layers, while the layautd distributiorof the fired layers
is notthatimportant:
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Number of fired Iayers] Quality value
3 0
4 1
5 2
6 3

In this way only four values of the quality are used, so the quality can be coded
with two bits only. Such a simple definition of the quality simplifies B#C logic (the way
of the quality definition has got significant impact on the amount of the FRESAurces
needed to implement give PACHowever, if it is requiredatter e.g. by the GMT, the
definition of the quality came modified, so that it is coded with three bits and includes the
information about the layout of the fired layers.

Patternsgeneration

The patternsare obtained from thévlonte Carlosimulations.The samples of the
muon tracks for eagbr rangeis generated, for each evenetmuon hits in the RPC chambers
aredigitisedand transformed into the PAC logical strippe. PAC input bits, see Subsection
3.4.7). In this way, the possible patternsf the muons tracks described by the fired logical
strips are obtainedeparatelyfor each logical conésmallest unit of the PAC segmentation,
see SubsectioB.4.]). At the same time o each possible pattern the distribution

E(prCode)= N°(prCode) / N(pCode)

is collected whereNP(prCode)is the count of the muonsith the givenprCode
that producd that patterr(the same pattern of hits can be generated by swfodifferentpr
due to limited chamber resolution); aMdprCode)is the numbef muors with the given
prCodethat are possible to reconstruct by the PAC in the given logical cone (i.e. fired at least
3 or 4 of layers)

The next step is to select the patterns and assign thgmGbde(Table 3.1) The
procedure is stégd from thehighestprCode=31. The patterns are sorted by the value of
E(prCode) Next, the patterns with the highdsfprCode)are chosen, until the sum of the
E(prCode)of the selected pattesis not geaterthenthe assumed thresholef{_cut typically
90% or 984). For the patterns selected in that way ph€ode=31 is assigned, those patterns
are removed from there-set This procedure is repeated for the next vabfehe prCode in
the calculation of the sum d&(prCode)the patterns which were previously assign to the
higherprCode are included.

To reduce the number of the Igwy patterns (which is large due to the multiple
scattering), the patterns can be defined on
(usually 2 or 4) | ogi cal strips adjacent [
stripso can repl ace e-strippattaans (the actual oumeendepernds t
on the width of the @s upperesobsian ofisycts gatietns ahdhy e p
what follows, lower purity of the trigger.

The algorithm of the pattern selection grgssignment is nontrivial in details. A
few solutions were developed and carefully evaluf®&gl [34]. Additionally, the algorithm
performance can be optimised by tuning the value ifefifiecuta nd t he si ze of
stripso. The goal iI's to obtain hproesoluted f i ci
and at the same time to keep the number of pattern on possibly lowmtlerahaximum
allowed number of patterns is determined by thpacity of the FPGA devices in which the
PAC is implemented).
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prCode pr[GeVic] prCode pr[GeVic]
0 No track 16 16
1 0 17 18
2 15 18 20
3 2 19 25
4 2.5 20 30
5 3 21 35
6 35 22 40
7 4 23 45
8 4.5 24 50
9 5 25 60
10 6 26 70
11 7 27 80
12 8 28 90
13 10 29 100
14 12 30 120
15 14 31 140

Table 3.1. The definition of the momentum ranges for gi@ode
values The numbers in ther column denote the lower boundary of
the range expressed in the GeV/c.

The way, in which th@rCodeis assigned to the patterns, together with the rule of
selecting the beditting pattern in the PAC determiribe importantand necessarfgature of
the momentum estimation performed by the PAC trigger: if the cqraint is appliedat the
the GlobalTriggerlevel (i.e. the candidates with tipgCodegreaterthan the thresholgrCode
are selected), imeans thatalmost allof the muons with the actual transverse momentum
greater than thpr cut areselectedHowever, due to limited resolution of the RPC chambers,
among the accepted muonsgny will have actual momentum lower than tpe cut. This
property conforms to the general requirements of the trigger system.

3.4.1 PAC Trigger logical segmentation

The RPC chaitvers of the CMS detector contains over 080 strips.It is not
possible to deliver (with frequency of 40 MHz) and process the data from so many electronic
channelsin a single device (chip)Therefore, the Pattern Comparator algorithm must be
distributedover many chipsrom that it followsthatfor the PACthe RPC detector has to be
divided in smaller logical units.

The smallest unit of the Pattern Comparator algorithm isated logical cone,
defined as one |l ogical siggey towen lf segméntasor)gTimee nt at i G
logical segment is defined by 8 subsequent strips of the reference thlasehereare 144
segmentsThe first strip of the logical segment number 0 is placed ofi the=5 o the non
referenceplanes the logical sement covers up t@2 strips, theneighbouringsegments
overlaps in the noreference plane3he logical towes in h aredefinedby the length of the
strips of the reference plarigeeFig. 3.5). The triangle defined by the interaction point and
the reference strip covers usually two stigpshe adjacent rollgn the nonreference plarse
Therefore, he logial cone is buildwith the logical strips that are formed by taking logical
ORoft wo strips of t he gstausnthe lbge goees overiads Alsdinh e s a me
The patterns are defined on the logical strips as well.
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It is assumed, that inside the logical cone only one muon can be found. Therefore,
the PAC algorithm returns one muon candidate for each cone (if nothing was found, the
output candidate has tipgCode= 0). The muon candidate found by a given cone islliedbe
with the cone coordinates, i.e. phi address (0...148t Bumber) and eta addres$q...16; 6
bit number).

From the logical segmentation of the RPC detector the segmentation of the PAC
trigger electronics follows. The PAC algorithm is implemented in the FPGA devices (we will
call them PAC chips), each PAC chip contains@iBsequenbgical cones of one towefhe
PAC chips are placed on the Trigger Boards (Td)e TB houses three or four PAC chips
(the PAC chips are placed on the mezzanine boards). The TBs are placed in the Trigger
Crates the TC cordins 9 TBs in case of the full RPC system, however for the staged system
there is 7 TBs per TC. All PACs of a given TC covers the same range of 12 logical segments,
defining in this way the | ogical sectatoer . The
detector sector, in this way the logical sector cover 1/3 of one detector sector and 2/3 of the
next one Fig. 3.6). One TC covers all 33 towers of one logical sector.

3.4.2 Implementation of the PAC algorithm in the FPGA
devices. Optimisation of the algorithm.

In the introduction of thiSubsection the generalea of the Pattern Comparator
algorithm was presented. Here the details of its implementation will be discussed.

In the original design, the Pattern Comparator plasedas a ASIC devicewith
programmable shape of pattefhso prototypes of that ASI@ere produced and testggp],
[1], [41]). In that designonly four layers of chamber were used for patters recogri#ieC4
algorithmy) in the barrel the higpr patterns were defined on the layers RB1lin, RB2in, RB3,
and RB4, whiletie lowpr patterns were defined on RB1in, RBlout, RB2in, RB2out (the low
pr muons & bent so muchby the magnetic field, that they do not reach the outermost
stations).The majority level 3/4 and 4/4 were allowed.

The development of the FPGA technologiiowed us to implement the Pattern
Comparator in the FPGA devicéhe FPGA technology offers much more flexibility for the
PAC implementation thathe fixed ASIC design. The patterns can have unrestricted shape
(e.g. logical OR of several strips can befidedand used as thegical strip and be defined
on variablenumber of layers. The algorithm itself can be widely modified. The only limit is
the size and cost of the available devices.

In the FPGA implementation of the PAC algorithm we decided taliserailable
layers to define thhigh pr patterngi.e. up b six layersin case of the barrePAC6 algorithm
[33], [35]). The main motivation of that modification wesduction of the rate of false muon
candidatesappearing in thd?AC4 algorithm as a result of the chamber noise and neutron
background hits.

In the PACG6 algorithm we have to allow for hits missing in (5% majority
level) or two layers(4/6 majority level)to assure good efficiency of the muon déte.
However,in this case, to implement one pattern, 22 AND logical functions having 6, 5 or
4-bit inputs are neededt T AND6 + 61 ANDS5 Totimpléndeht AhtDogic for
thousands of patterns that each PAC logical cone contains, a lot of the FRibfcees
needed, and thus very big and expensive FPGA have to be used. Therefore, we looked for the
possible optimisation of that logic implementation.

36



The L1 RPCPAC Muon Trigger Systern hardware description

In the proposed solutioj#0] (we will call it economical algorithm}he patterns
with the samerCodeand sign are groupddgether For that group of patters for each layer
the logic OR is calculated from the logical strips belonging to that gfleigp 3.7). In this
way the layers, in which there was any hit are detected. Then, for such layers all logical strips
ar e s dinsida aqgived réup of patterng) this way only onAND6 function is needed
for a pattern. The quality of the track candidate is calculated for whole group of patterns,
based on the ORs of the logical stripsom the activated patterns of all groups, the one with
the highest quality and th@gCodeis chosen (the sanes in case of the standard algorithm).
This algorithm has one drawback: if the hits from the chambers do not fit exactly to any
pattern, the track will not beadentified (in the classical algorithmf the hits do not fit to a
pattern in one or two planéhe pattern is activated with lower quality). However, if the set of
patterns isvide enough, the effects leads to very small drop otffieiency.

(a) (b)
OO X oR _ OO OR _
HEBERBR Detectior HEBR Detectior
[OCOLXE OR| oflayersy [OLILIX OR| of layer:
. o with - with
[CJCI0]  ORemm issing == OR{mE issin
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= anc B anc
[Jricg  or|  quality [ oR quality
7 RN Ny calculatior e calculatior
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D Db b b D quality D D b D quality
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Fig. 3.7. The principle of theeconomicalPAC algorithm In the first

step (a)for a group of pattern@®lue lines) thelogical OR of its strips

(yellow boxes) is calculatel or each | ayer .theBased on
layers without any hits are foundndthe quality is calculatedn the

next step (b), all stripsintteayer s wi t houfforthatt s ar e se
group of patterns only)Thus, the patternan bedefined with useof

only one ANDG6 function. The pattern marked as red line fits to the

hits.

The PAC was implemented in the FPGA devices of the Stratix family from Altera
company.The VHDL description of the PAC containing both the classical and economica
algorithm was prepared. To assure best performance of the PAC algorithm, it was decided
that the patterns are build into the firmware during the compilation (the alternative solution is
to prepare the firmware, in which the patterns are programmed dbdangntime, by setting
dedicated registers, however in this case the device would house much less patterns). The
patterns are written into the dedicated file in the VHDL format, this file is included to the
PAC project during the firmware compilation. déapattern is marked with the identifier of
the algorithm type (classical or economical); in this way those two types of algorithms can be
used even inside the same logical cone (e.g. economical for thepgltterns and classical
for low pr).
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In the fle the assignment of the layout of the fired layers to the quality value is
defined.The file contains also the table with the definition of the logical strips. It describes,
which bits of the optical data fran{denoting the chamber stripeave to be asgned to a
given logical strip, if more than one bit is assigned to the same logical strip, the bits are ORed.

The number of patterns that can be fit into the PA® G Awas determined
experimentallyby compiling a few different set of patterns was ound that the larger
Stratix EP2S60 (that is used in the barrel region) can contain 4p1t@00 patternsbased on
the six layersand the smalldoy half StratixEP2S30 (used in the endcap regioan hold up
to ~4000 patterns based on the four layec®iemical PAC algorithm in both case8pout
1/2 of the logic gate®f the FPGAIis consumed by thigic other than patterns: input and
output transmission services, optical links datamultiplexes, logic formingthe logical
conesand diagnostic modules

To obtain the pattern set that meets dve condition, e patten generation
procedure was executed with the following parametefs:cut = 90% the size of the
superstrip was one strigfor patterns with thg@rCodeO 14 (12 GeV) and4 strips (2 i the
reference planefor the for patterns with thprCode¢ 14. The economical algorithm was
used both in the barrel and endcap.

The compilation of one PAC chip takes between 1 and 2 H&@swith CPU
AMD Athlon 64 X2 Dual 4600+ 2.41 GHzAs the patten set and logical strips definition for
each logical cone is different, the firmware fack PAC chip must be differerih the system
thereare300 PAC chips (staged version of the system), thus the compilation of the firmware
for all those chips takesbouttwo weeks on a singlecomputer.

3.4.3 Ghost Bustingand Sorting

As the |l ogical cones hgtheechadmbephits obaosingle i n t h
muon may produce the track candidates in a few neighbouring logical cones. &uch
additional t rack c a® theydnastbe ®liminated, asctlacl Wik lde fighos
interpreted by the G&s dimuon events (the cut for the-hiuon triggers is lower than for the
single muon, therefore the falserduon events wdd increase the trigger rate significantly).

The elimination of ghost is based on thieservation thathe ghost track candidates have in
most of the casefess layers fired, andwhat fllows, the lower quality than thetrue
candidate. This effect resulfmimary from the fact, that the strips of the reference layer
belong to only one logical cone, 8@ reference layer is fired in only one logical cone.

Because of lack of interconnectionsis not possible taassemblethe muon
candidates returned byl ® ACs in one devicevhich could then performthe ghostousting
therefore the ghogiusting is performed by the tree of the devices called @wsterSorters
(GBS). The tree has four levels, with the followithgpesof the deviceson each levelTrigger
Board GBS, Trigger Crate GBS, Half GBS and Final Softee additionaltask of that tree is
to sort the muon candidates by the quality préode The output of th&BStree is four best
muon candidates from tHear r e | region (|tower | O 7) and f
| t ower | O 16), t hos e ¢ an dBothantthe ghosbusting dnd a n s mi t
sorting the candidates are ranked by ¢benbined codeformed fom the quality (primary
criterion) and prCode(secondary criterign

Trigger Board GBS

The Trigger Board GB$ placed on each TB, it processes the muon candidates 3
returned byal PAC chi ps of that TB. I t s ihas®@bits(3i s 4 |
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quality, 5 prCode 1 sign). The algorithm is performed in two stepsrst, the ghost are

el i minated along the G direction,Améngte t he
adjacentactivated logical cones, the one having the track candidate with the reghdsined
codeischosa, t he ot h €Fig.38 lef®. Néxtk dmbrg thel rémaining candidates the
hghost busting is perfor med. Each candi dat e
the other towers in the three neighbouring sege@ig). 3.8 right). The retainedcandidates

are sorted, four best are returned on the output of the device. The output candidates are
marked with the phi and eta adslse corresponding to the logical segment and tower
respectively.

GbData GbDats Ljioj9j8]7]6[5]4]3]2]1]0
10 00 Sector of ToweN-1
11{10]9[8|7|6[5[4[3]|2]1]0 11{10/9[8|7|6]|5[4[3[2[1]0

Sector of a Tower Sector of ToweN

11{10]9|8[7[6]|5[4[3]2]|1]0
Sector of Tower N+:

Fig. 3.8. The TB GBS principle. Thieightof the barsrepresentshe

combined codef the muon candidates. Leftt he G ghost bustir
Beside the ghost killinghe GbDatabits are calculated herevhich

are then used in the Half GBS (616 me
killed the candidate on the right or left edge of the logical sector
respectively)Righti thehghost busting. Each candi d
candidates with # lower code from the other towers in the three

neighbouring segments (marked with yellow).

Trigger Crate GBS

The TC GBSis performed by the chip placed on the Trigger Crate Backplane. Its
i nput is 9 | 4 candidates retuned by the T
case of the TB GB®& ghostbusting, but only for the adjacent towers of each two adjacent
TBs. In this way it completes thie ghostbusting. The retainedcandidates are sorted again
and the four best are returned on the output of the device.

Half GBS

TheHalf GBSalgorithm is performed on two separate boards (Half Sorter Boards
i HSB), each HSB covers six TCs i.e. half of the detector (the data from the TCs are
transmitted to the HSBda the copper cables; it was not possible to deliver the data from all
12 TCs to one board).
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The Half GBS perfans the ghost busting between the candidates from the
adjacent TCsdlts goal is to kill the ghost originating from the muon crossing the border of two
TCs. Toremaincompletelyconsistehwith the ghost busting performed by the TB GBS, the
Half GBS would have to know all muank i | | ed during the TB GBS
However,it would be too complicated to pass timsormation to the Half GBSTherefore,
the simplified solution was acceptedno t he TB GBS during the 0 ¢
candidate is mkred wi th two bits (called GBData), wh i
killed the candidate on the right or left edge loé togical sector respective{iig. 3.8 left).
Then,on the Half GBS, the candidate kills the candidaith the lowercombined codérom
the adjacent TC, if both candidates have the correspo@ind>at a b i tThe gkostt t o 0
busting isperformedbetween the muons of the same or adjustn@nmers (Fig. 3.9). The
remainingcandidates arsorted;the candidates from the barrel region are separated from
those from the endcaps. Four best candidates frorhairel and four from the endcaps are
delivered to the Final Sorter.

GbData GbData
01 10
=
| | -1
| | |
|

11j10{9|8[7|6]|5[4[3]|2[1]|0]|f11j10[9|8[7|6]|5[4[3]2[1]0
TC N+1 TCN

=Y

Fig. 3.9. Half GBS principle.The bars with the dashed line denotes
the muons killed during the TB GBS (G4 gho:

Final Sort

The Final Sortecompletes the sorting of candidatésis performed by a FPGA
chip placed on the Final Sorter Board (FSB)ong the candidates delivered two Half
GBSsiit choosesfour best candidates frorthe barrel and four from the endcaps, those
candidates are transmitted to the GMT.

All trigger algorithmswereimplemented in the reprogrammable FPGA devices
Thus, they can by modified and improved at ame, even after the stamp of the LHC.

The PAC and GBS algorithms were implementedthe PAC trigger emulator
inside the CMSSW framework. The documentation is available under the link:
http://cmsdoc.cern.ch/REses/CMSSW/latest_nightly/doc/html/annotated.html
and the sources files can be found on the:
http://cmssw.cvs.cern.ch/ehin/cmssw.cgi/CMSSW/L1Trigger/RPCTrigger/

Thedetails of those algorithms can learnedirom there.
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3.5 RPC PAC Trigger Electronics

3.5.1 Electronics on the detectoii the Link System

The task of the Link System is to synchronize and compress the RPC data and to
send them via the optical links to the Trig@erards.

The Link System is build from the Link Boxes (LBox@gach of them contains the
Link Boards (LBs) and the Control Boards (CBBE)g( 3.10 andFig. 3.14). The Link Boxes
are placed in the racks on the balconies of the detector periplserieslied detector towers).

Link Box

12C

LVDS
cables

PAC

Trigger Crate Sorter Crate
Fig. 3.10. Schene of the RPC PAC trigger system.

The Link Boards process the RPC data, which are transnmttbéé LVDS format
from FEBs via the copper cables. The ConBolards provide the communication of the
control software with the LBs (via the FEC/CCU system) and perform automatic loading of
the LB6s firmware.
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The Link Box is eqipped with the custom backplatewhich the FEB cables are
connected. The custom frontpkprovides the communication between the CB and aBd
is used for transmitting the data from the Slave to the Maste(dd&sbelow)The Link Box
is divided into two parts, called Half Ba@s each Half Box contains up to 15 LBsdsanCB
thatcontrolsthem The CB contains the optical receiver for the TTC signal; the electric signal
is split and sent to the LB via the frontplane.

The staged system contains 1232k Boardsin 96 LBoxes.

Link Board (LB)

There are two types of the BSlave and MasteiThe Slave LBdransmit the
compressed RPC data to the Mastendi#the LBox frontplane, the Master LB multiplex the
data from the Slaves and from itself andwerts them to the optical signal. In the LBox
everythird LB is Master, it receives the data from two adjacent Slaves (left and figjet).
only hardware difference betweére two types of the LBs that the Master LB contains the
GOL chip (Gigabit Optial Link transmitter[44]) and the laser diode, while the Slave LB
does not. The firmware for both types is #ame;the functionalities specific for the Master
LB (optical transmission, receiving and multiplexing the datanfthe Slave LBsare
configured with the dedicated rstgers.

The Link Boards contains two FPGA devices (Xilinx Spafan
XC3S1000FG458 the SynCodethat processes the RPC data and the LBC (LB Control)
which providesthe communication of the SynCoder with the Gia the frontplane bus)
executes automatic loading of the SynCoder firmware apeérforms its automatic
configuration The LB holds also the FLASH memory, which is used for storing the
SynCoder firmware and ofiguration parameters£ach LB containsalso the TTCrx and
QPLL (Quartz Phastocked Loop chips[45]. The GOL, TTCrx and QPLL are controlled by
the SynCoder deviceF(g. 3.11). The LB has 96 input chaets, each channel process the
signals form one RPC strip (FEB channel).

The main modules implemented in the SynCodég.(3.11) are synchronization
unit (SU), codeand multiplexer, their functionalities are presented below.

Synchronization of the RPC signals

The signals delivered by the FEBs have a form of 100 ns binary pulses; their
rising edge defines the time of the muon hit in ¢thamber. The Synchronizatiomlt (SU)
of the SynCoder device synchronises those signals to the 40 MHz LHC clock, i.e. assigns
them to the proper BX.

Il n the SU two time windows are created:
be changed from 0tb2 n s , andoffwultlh wiomda a@hewndwsaree of 25
formedwi t h use of the two cl ocks (piowided dyoaw o p e n
TTCrx chip. The phase of those clocks can be independently deskewed (delayed) in steps of
104 ps, thushe position and width of the synchronization window can be precisely adjusted.
The RPC signal is accepted if its rising edge is inside the synchronization wiRdp®.12).
Then a signal synchronous with the main LHC clock (also provided by the TTCrx) is
produced. In this way the signal is assigned to the given clock period (BX). The SU allows us
to synchronize simultaneously all 96 input signals ofLfBeSince ony two deskewed clocks
are available on one LB, the width and position of the synchronization windows are the same
for all channels.
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TTCrx clocks:Clk40, Deskl, Desk: Xilinx Spartan 1l 1-1000

v Functional Layer To CSC RAT

c Synchronization Unit —>{ OR —1Pelay} » or RBC

rom :
—> Full Adjustable
FEBs . : —pe...
Window Window »» Coder Po..
e s ¢ To Master
i |_ From SlavelLB 1
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[Delay] [Delay] [Delay|

y A 4 A 4
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Resetand Initialization Automat Internal
Interface
TTCrx GOL QPLL

~_

Fig. 3.11. The Link Board Syn@der Device (FPGA) functional
schemeThe diagnostic layer is described in the AppefdiR).

The data from the Aadjustable windowo
module. Before that, each channel can be disabled, this option is used for masking the noisy
RPCstrips. Thdat a from the Afull windowo are used

The minimum size of the fAadjustabl e wi
determined by the total spread of the RPC muon hits timing on the input of the Link Board
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SynCoder FPGA. Aalyses show that this spread does not exceed 25 ns (see Sulis&tion
which is the fundamental requirement for successful synchronization. The width of the
synctronization window should be smaller than 25 ns whenever possible, to reduce the rate of
noise and uncorrelated background.

The SU performs #Afined synchronizati on
assigned to one of the two adjacent BXs, depending oohibgen position of the window.
However, the differences of the muon hit timing between the LBs are bigger than 25 ns.
Therefore, to align the RPC data between the LBs, the data can be delayed on the input of the
multiplexer module inside the Master LB-i¢. 3.11). The issue of the RPC signals
synchronization, i.e. methods for finding the proper position of the synchronization window
and value of the data delay, are slubject of theChapter 5

Win CI
TTCrx Deskelvr\lll c(I)c?(?l I I I I I I I I
1 ! 1 1 1 1 1
Win O i !
TTCrx Deske\llr\:z crl)s(?l : I ! I : I : I : I : I : I_
Lo ! 1 1 1 1 o

Full Window
Adjustable Window

—

Input RPC signals I

Output, synchronized
signals:

In Full Window,

1

1

_I 1

In Adjustable Windoy :
1

Main TTC clock I I I I I I I I I I I I I

kJ,
F
-

Fig. 3.12. Synchronization of signals in the Synchronization Unit of
the Link Board. The RPC signal (100 ns pulse) is assigned to the
given clock period if its rising edge is inside the synchronization
window (the circuit detects the situation, when the inpghai has

low level at the beginning of the window and high level at the end).
Two output signals, first denoting thmesence of RPC signal in the
full, second- in the aljustable vindow, are formed into 25 ns pulses,
synchronous to the main TTC clock.

Data compression algorithm

The data compressidnfi z e r 0 s uippenfoemedin thenSynCoder FPGA
by the coder module. TH&5-bit input data vector of given clock period (BX) is divided into
12 partitions of 8 bitgFig. 3.13). The module selects n@mpty partitions andends them
onebyone in the consecutive BXs. Each partition
Apartitijtohne dveallauyeon ol efiapot i nf or ms how many BX
del ayed with respect to the BX from which the

Sending of the currergartitionis aborted when the maximal delay va(@BX)
is reached. In this case, the last partition has an overload flfag n d e EOD)sat ttoa 0
indicate that the data being sent is not complete.
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The multiplexer module of the Master LB SynCoder merges the data produced by
the coder modules of two SlaveB& and the Master LB itself. The frames from the three
coders are directed to the common output; if in a given BX there are nhonempty frames from
more than one input, the selected frame(s) are shifted to the next BX(s). In that case the
Apart it i ocapprogtiatdlyaincreased.sThe number denoting the LB is added to the
multiplexed frames (0 master, I right slave, 2 left slave). In this way the complete optical
link data frame is formed. It contains 19 bits: 8 bits of the partition data, 4 pitition
number, 3 bitg partition delay, 2 bit§ LB number, 1 bitt EOD, 1 biti A h a | f par ti
(unused).

g
B|E|lg
[ =
© C | T
(= c =
218|828
. Q|E|E|E
Partitions O|d|c|
[11]10]9[8]7[6[5]4[3]2[1]0] wiajo o
03| C0 0(0|2]|03
OF 0|1]|1]|CO
01| 3]|0OF
BX
70 0/0|4]|70
Chamber datérom the SUi 96 bits Coderoutput
(presentedn the hex format data

Fig. 3.13. The principle of the data compression algorithm performed
by the coder module of the Link Board.

The data from the multiplexer are send to the GOL device, which serialises it and
converts to the optical signal. The bandwidth of the optical link is 1.6 Gbit/s what is
equivalent to 40 bits / BX. Due to the DC balance coding only 8/10 bits can be uskdafo
hence 32 bits of data can be transmitted every BX. As the optical link data frame contains 19
bits only, the remaining bits are used for
of the transmission and the errors detection (see SubséiandA.6).

Link Box Control System

During the LHC operation the LknSystem will work in the presence of the
ionising radiation. It has to be immune to the radiatratuced failures. This requirement
determined, to the large extend, the design of the Link System, especially in the control part
[42]. The communication with the control PC is provided with the FEC/CCU system (see
Subsectior3.5.4), the CCU25 chig43], placed on the Control Board is radiation resistant.
The core module of the Control BoardCBIC i was implemented in the radiation hard
FPGA based on the FLASH memory. The other FPGAs of the CBs and LBs are based on the
SRAM technology, and therefore their firmware is periodically reloaded to avoid
accumulation of the SEUs in the configuration bits. Those solutions are described inmetails
[42], below an overview is presented.
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Syncoder FPGA

Fig. 3.14. The architecture of the Link Box control system.

Control Board

The CB functionalities were 8p between two FPGA devicg$ig. 3.14). The
Control Board Programmabl@ontroller (CBPC)is responsible for interfacing between the
CCU25 chip and théink Box frontplane controbus It contains also the 12C controller for
steering the FEBsThis is a relatively complex chipherefore it wasmplemented in the
SRAM based FPGA.

The Control Board liialization Controller (CBIC)is responsible foloading of
firmware of the CBPC and LBG, using the data stored in the FLASH mempigced on the
CB. The other mode of the CBIC operation allowsload the CBPC and LBC with the
firmware received via the CCU25 linkhe CBIC is relatively simpldat wasimplemented in
radi ati on t ol elasehRroAg¢icPlusé2dévice FL ASH

Automaticfirmware reloading and configuration of the Link Boards

We could notafford to implementall functionalities of the LB and Cih the
radiation tolerant FPGAs based on the FLASH memobesausdhey were expensive and
had limited performancelther solutiols allowing minimising the impact of theadiation
inducedfailures on the Link System performance were found.

The general strateggdopted in the CMS for the FPGA devices in the CMS
cavern isto accept some rate of the SEU in the systamg in order to avoid the
accumulation othe SEUs, periodicallyreload firmware of thee FPAGs. Thelannedrate of
the firmware reloading is @e per about 10 minutes. The reloading will be triggered by the
TTC broadc asHard BBsmmaond (tfhus it wi || be perfor
subsystems, and should not last longer than a few seconds.

The radiation test of the FPGA Xilinx devictmt we planned to use on the Link
Boards (Xilinx SpartarllE), allowed us to estimate that after 10 minutes the SEUs will

46




































































































































































































































































































































